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Abstract

This thesis is based on experimental studies on two different systems: Ir1−xPtxTe2 and

La2−xSrxCuO4. The parent compound IrTe2 can be tunned from a charge-order to a

superconducting system, by substitution with Pt or Pd on Ir site. The evolution of

charge order has been tracked by an x-ray diffraction study as a function of doping

and hydrostatic pressure for x = 0.05. A previous resistivity study of x = 0.05 sample

evidenced a suppression of superconductivity upon application of pressure. It was found

that this suppression is directly related to the appearance of charge order, which is

preempted by the structural transition. This allows us to conclude that a prerequisite

for the charge order in Ir1−xPtxTe2 system is the structural transition from hexagonal

to monoclinic symmetries. Furthermore, a model for the interplay between the charge

order and superconductivity is proposed.

In La2−xSrxCuO4 systems high-energy magnetic excitations were studied by means of

resonant inelastic x-ray scattering. The experiments were performed both on the bulk

x = 0.12 compound and on thin films of La2CuO4 grown on several substrates. The

La2−xSrxCuO4 with x = 0.12 sample evidenced a strong anisotropy of the spin excita-

tions along the Brillouin zone. A fit to the magnetic-excitation dispersion, by means

of a Hubbard model at strong coupling, concluded to a ratio of −t′/t ≈ 0.4. This is in

strong contrast with the angle resolved photoemission study evidenced −t′/t = 0.15. To

account for this discrepancy, a two-band model is considered, where in addition to the

dx2−y2 also the dz2 band is taken into account. Since the hybridization between these two

bands is directly related to the structural parameters, thin films of La2CuO4 were grown

epitaxially on several substrates, resulting in different strain values. As a consequence,

the in-plane compressive sample presents a stronger anisotropy of the magnon dispersion

and a bigger on-site Coulomb interaction U , with respect to the most tensile sample. By

fitting the dispersion, with the Hubbard model, higher values of hopping integral t and

antiferromagnetic exchange interaction Jeff are obtained for the compressive sample. In

view of these discoveries, a projection on the optimally doped system is made.
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Chapter 1

Introduction

Unconventional superconductivity presents one of the great challenges in modern con-

densed matter physics [1]. It was discovered in many systems like pnictides [2], cuprates [3],

heavy fermions [4] and in organic materials [5]. For each of the different systems, several

pairing mechanisms were proposed but, to date, no general consensus has been obtained.

Furthermore, these superconducting compounds, present rich phase diagrams, where

competing orders occur. Recently, superconductivity was observed in “magic-angle”

twisted graphene [6]. As a function electrostatic doping two superconducting domes,

on both sides of a Mott insulating phase, are obtained and a metallic state is present

outside of these regions. As we will see later, this resembles the electron- and hole-doped

phase diagram of cuprates, although this material has a hexagonal structural symmetry

like the transition-metal dichalcogenides (TMDC). Here a brief introduction on differ-

ent layered systems is provided with comparison to the Ir1−xPtxTe2 and La2−xSrxCuO4

systems studied in this thesis.

Let us start with TMDCs, which attracted a considerable attention in the last years

due to their robustness and interesting fundamental physics like superconductivity (SC)

and charge density wave (CDW) [7]. The structure of these materials is formed by a

transition-metal in between two chalcogen atomic panes. This structure is then repeated

in a layered manner as shown in Fig. 1.1. Depending on the stacking, one can obtain a

trigonal prismatic (2H) or an octahedral (1T ) coordination. In the 2H phase an ABA

(chalcogen-metal-chalcogen) stacking is found, while the 1T phase presents an ABC

stacking. Some of these materials, present also a distorted octahedral structure denom-

inated by 1T ′ (Fig. 1.1). Even though the 2H and 1T phases are similar, they present

important differences. For example, in the widely studied 2H-MoS2 compound, due to

the spin-orbit coupling, a splitting of the valence band is present [8]. The interesting

thing is that at the high-symmetry K and K ′ points, this splitting is characterized by an

1



Introduction 2
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Figure 1.1: Schematic representations of the crystal structure of TMDCs. As shown,
the trigonal prismatic 2H and the octahedral 1T phases have an ABA and ABC out-
of-plane stacking respectively. The distorted 1T ′ phase is also shown. The arrows in

the upper part are the lattice vectors for each system. Adapted from Ref. [7].

opposite spin polarization of the bands. On the other hand, the octahedral-coordination

compound 1T -TaS2, is peculiar since it can be driven from a CDW to a SC phase by ap-

plication of hydrostatic pressure [9]. These systems, indeed, present a different interplay

between CDW and SC. Besides some exceptions, in the 2H phases, generally supercon-

ductivity coexists with CDW even at low temperature [7]. In 1T systems, instead, the

superconductivity emerges once the charge-density-wave is melted by means of pressure

or chemical doping.

To describe the formation of CDW in TMDC, a nesting of the Fermi surface, has been

proposed. Within this mechanism, parallel sections of the Fermi surface can be connected

by a wave vector corresponding to the modulation vector QCDW of the CDW. However,

no clear evidence has been identified with angle-resolved photoemission spectroscopy

(ARPES) studies. On the other hand, superconductivity, which is not exceeding 10 K,

presents interesting characteristics. For examples, in IrTe2 it is observed a competition

between the low-temperature structural distorted phase and superconductivity which

emerges upon Pt or Pd dopings [10, 11]. This interplay has not been clearly identified.

On more general grounds, in TMDCs it is believed that superconductivity persists in

a two-dimensional limit. Evidence of Kosterlitz–Thouless type 2D SC was found, for

example, in the 2H phase of NbSe2 [12]. As we will see later, the physics of these systems

will be relevant in Chapter 4.

Since also a cuprate system is studied in this work, an analogy with the physics of other

layered systems is useful. While, cuprates are introduced in more detail in the next

Chapters 5 and 6, here a description of the Fe-based superconductors is given. Despite

Fe has been thought to be detrimental for superconductivity, because of its localized
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Figure 1.2: The unit cell of BaFe2As2 is schematically shown in (a). Figure created
with V ESTA [13]. In (b), the phase diagram for Co doped BaFe2As2, is illustrated.
Both antiferromagnetic (AFM) and superconducting (SC) domes are shown, as much
as, the coexistent region (green area). In addition the orthorhombic (Ort) to tetragonal
(Tet) structural phase transition is tracked as a function of doping with the character-

istic temperature Ts. Adapted from Ref. [14].

magnetic moment, many compounds has been shown to be superconducting [2]. In

addition, Fe itself becomes SC with Tc = 1.8 K under application of 200 kbar [15].

All these compounds can be grouped in iron pnictides and iron chalcogenides families,

having two-dimensional planes of Fe-pnictide/-chalcogenide tetrahedra [see Fig. 1.2(a)].

A further division can be made according to the lattice structure: 1111 as LaFeAsO

(Tc = 10 K [16]), 122 as BaFe2As2 (Tc = 22 K with Co doping on Fe site [17]) for which

a phase diagram is shown in Fig. 1.2(b), 122∗ as K0.8Fe2As2 (Tc = 30 K [18]), 111 as

LiFeAs (Tc = 16 K [19]), 11 as FeSe (Tc ≈ 8 K [20]) and 21311 as Sr2VO3FeAs (Tc =

37.2 K [21]). Recently, a new compound Pr4Fe2As2Te0.88O4 has joined the family with

a 42214 structure (see Appendix A). The crystal structure itself is important since it has

a direct impact on the superconducting transition temperature Tc. This is confirmed by

the hydrostatic-pressure experiments, which evidenced a significant effect on Tc. Indeed,

as can be seen in Fig. 1.3(a), lower in-plane lattice parameter a results to be favorable

to superconductivity. Another example comes from FeSe that has a Tc ≈ 8 − 13 K

at ambient pressure, which enhances up to 37 K at 70 kbar [22]. An about twofold

increase has been observed for LaFeAsO at ∼ 120 kbar with Tc = 21 K [16]. The related

LaFeAsO1−xFx compound (with x = 0.11) shows an increase from 26 to 43 K under

40 kbar of hydrostatic pressure [23]. These remarkable pressure-driven phenomena have

led to the conclusion that, the angle α of the Fe-pnictide/-chalcogenide tetrahedra [see

Fig. 1.3(b)], as much as the the height of pnictide/chalcogen, are intimately related
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Figure 1.3: (a) Superconducting transition temperature Tc, as a function of in-plane
lattice parameter a, for hydrostatic pressures and compositions as indicated. Adapted
from Ref. [29]. (b) Tc vs. As–Fe–As bond angle α for compounds as indicated in
the inset. Vertical dashed line indicates α = 109.47°, which is the angle for a regular

tetrahedra. Adapted from Ref. [30].

to Tc in the Fe-based superconductors. As can be seen in Fig 1.3, the optimal α for

superconductivity, reveals to be close to the undistorted-tetrahedra value of 109.47°. The

relevance of the structural parameters is further supported by thin films experiments.

Indeed, it was shown that the bulk Tc of FeSe can be enhanced up to 65 K [24], or even

109 K [25], if one unit cell is grown on SrTiO3 substrate. Consequently, a search for

methods optimizing Tc in Fe-based superconductors is of main importance. One of these

consists in chemical pressure, substituting large atoms with smaller ones. For example,

LaO1−xFxFeAs has a Tc of 26 K, which is enhanced to 43 K by substituting the large La

ion with a smaller Sm one [26]. These structural effects on Tc find similarities with the

cuprates. In fact, hydrostatic pressure [27] and strain (in thin films) [28] can be used to

increase Tc (see Chapter 6 for further detail).

The similarities with cuprates, lay also in the presence of magnetism within the phase

diagram [see Fig. 1.2(b)]. Although, Fe-based compounds have significant differences

with cuprates. In fact, the first main difference is the absence of an insulating state [2].

Nevertheless, due to the 3d Fe electrons, a magnetic phase is either close to or coexistent

with superconductivity [Fig. 1.2(b)]. There are also exceptions, as for LiFeAs and FeSe

which have no long-range magnetic order, as a function of doping. Although, in FeSe

an enhancement of spin-fluctuations [31] and the appearance of long-range magnetic

state [32] is observed upon application of hydrostatic pressures. In 1111 and 122 systems,

the spin density wave (SDW) onset temperature coincides (or it is in the vicinity) with

the structural transition. In cuprates, on the other hand, the spin density wave is

gradually suppressed by the superconductivity in the underdoped region [33]. Even

though, a long-range spin order is suppressed in both systems, with inelastic neutron

scattering (INS) experiments, a spin-fluctuation resonance and a spin gap has been found
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Figure 1.4: Low-energy spin excitations at, or in the vicinity of, the antiferromagnetic
Brillouin zone center (ππ), for BaFe2−xCoxAs2 (a) and La2−xSrxCuO4 (b). Upon
entering in the superconducting regime a gap opens and a resonance appears for both

compounds. Adapted from Refs. [34] and [35] respectively.

for T < Tc (see Fig. 1.4), both in several Fe-based and cuprate compounds [2, 33]. Due to

this relevance of the Fe3+ (Cu3+) magnetic moment, a spin-fluctuation superconducting-

pairing mechanism has been proposed [1].

Another comparison between Fe- and Cu-based superconductors can be made with re-

spect to the Fermi surface topology. Several cuprate families have a fairly constant

Fermi surface as a function of doping, consisting of Fermi arcs, with strong hole-like

dx2−y2 character, centered around the high-symmetry (π, π) point [36]. On the other

hand, a strong variation of the Fermi-surface topology is detected for different Fe-based

systems [2]. Systematically, hole and electron pockets are found, and it is thought that

the Fermi surface is of main importance for the superconducting properties of these

compounds. While for cuprates, a d-wave symmetry of the superconducting gap [37, 38]

has found a general agreement, for Fe-based systems there is no common consensus on

this topic. It is however agreed that it has “primarily” an s-wave symmetry, but a de-

bate [39, 40] of whether it has an s+− [41] (which is favorable for the spin-fluctuation

pairing mechanism) or s++ [42] symmetry is still on-going. Although, a pure s-wave

symmetry is excluded, due to indications of sign change of the gap [43] (consequent of

the presence of both electron and hole pockets), supporting the unconventional nature

for superconductivity.

To continue on the relevance of spin excitations in cuprates and to introduce the stripe

ordering, an additional analogy comes from the nickelates which have La2NiO4 (LNO)

as the parent compound. As for La2CuO4, it is possible to dope LNO both by sub-

stitution x (as in La2−xSrxNiO4) or oxygen intercalation δ (La2NiO4+δ) [33]. At zero

doping, LNO is a charge-transfer insulator with a gap of about 4 eV, as evidenced from

optical conductivity studies [45]. Upon doping the system with Sr, no metallic state is

formed, but only a mid-gap peak is observed. The latter is growing in intensity with

increasing doping while remaining at the same energy [45]. Due to the absence of a
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Figure 1.5: Schematic representation (in real space) of the stripe order observed in
nickelates (b) and cuprates (c) with the respective alignment of the spins and the hole
concentration. In (a) are shown the resulting orientations of the superlattice peaks in

the reciprocal space. Adapted from Ref. [44].

metallic state, also no superconductivity has been observed in LNO systems. Neverthe-

less, similarly to the cuprates [33], it presents stripe order upon oxygen and strontium

dopings. While similar, the two stripe order present different orientations, as schemat-

ically shown in Fig. 1.5. As regards for oxygen doping, only particular δ values are

allowed, corresponding to regular orderings of the excess oxygen. Indeed, as for δ-doped

La2CuO4 [46], different stage orderings are observed [47]. For the most doped system

(with δ = 2
15), a three-dimensional oxygen ordering is formed. This, allows the formation

of a stripe order, where charge and spin modulations are intimately related to each other

(Fig. 1.5). At this doping, the structure of the stripes is changing with temperature,

and for T > 110 K no spin ordering is detected [48]. On the other hand, the charge

order persists at even higher temperatures with an exponentially decreasing intensity of

the related x-ray scattering satellites. Upon Sr doping, a similar picture is found [49].

As a function of doping, the ordering temperatures for the charge order are higher than

the respective for the spin (and thus stripe) order, having a maximum transition tem-

peratures around x = 1
3 [49]. For even higher dopings, the stripe order melts and a

checkerboard charge order is found for x = 1
2 [49]. Thus, as for the cuprates [33], the

charge order results to be more robust. Consistently, for YBa2Cu3O6+δ no stripe order

is found at any doping. Besides these similarities, a remarkable difference is observed if
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Figure 1.6: In (a) is illustrated schematically a charge transfer insulator. The upper
(UHB) and lower (LHB) Hubbard bands are split in energy according to the on-site
Coulomb interaction U , while the charge transfer gap ∆CT is defined between the UHB
and the band originated from the ligand (oxygen in the case of cuprates). A phase
diagram U vs. ∆CT, normalized to the first-neighbor hopping term (T), is presented in
(b). Depending on the particular ratio between these two quantities, one can obtain a
metal (C and D), a Mott insulator (A) or a charge-transfer insulator (B). Figure (b) is

adapted from Ref. [50].

looking at spin excitations. In fact, as we will see in Chapter 5, stripe order is thought to

be responsible for the hour-glass dispersion. Although, for LNO system, the dispersion

of the spin excitations converges monotonically to the commensurate reciprocal-space

position. These observations put under doubt the relation between the stripe order and

hour-glass spin excitations.

To end this introduction Chapter, a few words has to be spent on the pressure effect on

Coulomb interaction U which will be relevant in Chapter 6. In particular, we concentrate

on the Mott and charge-transfer insulating phases. As shown in Fig. 1.6(a), a Mott gap

between the upper (UHB) and lower (LHB) Hubbard bands is directly related to the

on-site Coulomb interaction U . In a similar way we can define a charge-transfer gap

∆CT between the UHB and the lower lying ligand band. If ∆CT > U a Mott insulator

is obtained, otherwise it is a charge-transfer insulator as in Fig. 1.6(a) [50, 51]. In

order to quantify the Coulomb interaction, we can consider the ratio between U and the

bandwidth W as a relevant parameter. Since the latter is related to the hopping integral

t, the effective ratio which we will consider is U/t. When this ratio is high enough, the

system becomes an insulator as shown in Fig. 1.6(b). Reducing U/t, for example by

means of pressure, a metalization can occur, as it was observed in organic salts [52] and

NiS2 [53]. A pressure-induced metalization was predicted also for the solid hydrogen in

1935 by E. Wigner and H. B. Huntington [54]. This prediction has a direct relevance
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for the high-Tc phonon-mediated superconductivity in solid hydrogen, since a metallic

phase is a prerequisite for the latter. Although, due to the extreme pressures required

for this phenomena (≈ 3.6 Mbar) [54], an experimental evidence has still to be carried

out. So far, the record for the conventional superconductivity has been observed for H3S

under ≈ 1.5 Mbar with Tc = 203 K [55] and, more recently, for lanthanum hydride with

Tc = 215 K at 1.5 Mbar [56] and Tc ≈ 260 K at 1.9 Mbar [57].

From a theoretical point of view, a dependence of U is considered only for high pressures

(of the order of Mbar) and it is considered constant in the moderate (kbar) limits [58].

Although, considering only a static limit (ω = 0) can be already a crude approxima-

tion [59], it has been shown that even small distortions of the lattice can have a dramatic

effect on U [58]. A detailed balance between the orbital overlap and the effective screen-

ing of Coulomb interaction, can produce an increase or decrease of U , having thus an

important effect on the ratio U/t. This has a direct relevance for epitaxial thin films,

where strain induced effects can be observed.

This thesis is organized as follows. Chapters 2 and 3 present an overview of experimental

and theoretical methodologies adopted in this thesis. Following, three chapters present

and discuss the experimental results obtained by means of synchrotron radiation. In

Chapter 4 the interplay of charge order and superconductivity in Ir1−xPtxTe2 systems is

presented as a function of hydrostatic pressure. Chapter 5 evidences the relevance of the

dz2 band on the magnetic-excitation spectrum in La2−xSrxCuO4 with x = 0.12. Strain

induced effects on the magnons in thin films of La2CuO4 are discussed in Chapter 6.

Each experimental Chapter starts with a relevant (for the experiment) introduction on

the system. Conclusive remarks are presented in Chapter 7.



Chapter 2

Experimental Methodology

This Chapter introduces the experimental methods adopted in this study. I first explain

how the samples were prepared for the synchrotron based experiments. Following, the

pressure cell used in the hard x-ray diffraction (XRD) studies is presented. This Chapter

will end by illustrating the state of the art of resonant inelastic x-ray scattering (RIXS)

technique in cuprate systems. Theoretical insights about XRD and RIXS are presented

in the following Chapter 3.

2.1 Sample Preparation

Sample preparation is important in order to conduct a successful experiment. This

regards both the preparation of a clean surface and the identification of crystal axis

orientation. Two types of samples has been studied: bulk crystals with 1× 1× 0.5 mm3

dimensions and thin films with a surface of 5×5 mm2 and about 10−20 nm of thickness.

For hard x-ray measurements (100 keV) only an approximate orientation of the crystal

axis is required. In fact, the sample is carefully aligned on the allowed Bragg peaks. In

addition, surface quality is not influencing the results since hard x-rays probe mainly

the bulk characteristics. Nevertheless, due to a transmission geometry, the dimension of

the samples has to be restrained in order to avoid signal attenuation.

As regards for RIXS, we used used soft x-rays (∼ 1 keV), thus the surface roughness is

important for a good quality data. In fact, approximately few tens of nanometers are

probed and this penetration length depends on the angle between the beam and the

normal to the surface. In our case we, studied both bulk and thin film samples. For the

latter, no special preparation is needed since the surface is already flat (on atomic scale).

For bulk crystals instead, a top-post cleaving technique has to be used. This consists of

9
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Figure 2.1: Laue diffraction pattern for La2−xSrxCuO4 with x = 0.12 (a) and
Ir1−xPtxTe2 with x = 0.05 (b) samples. Crystal bond directions are indicated in the

[001].

fixing, a metallic pin on top of the samples, assuring to cover the whole surface. As glue,

we used EPO-TEK® E4110 silver epoxy from EPOXY TECHNOLOGY. Afterwards the

sample is fixed to the sample-holder and loaded inside the ultra-high vacuum chamber.

Once the temperature is stable the pin (on top of the sample) is removed cleaving the

sample in two pieces and leaving a flat and contamination-free surface. This method

works well only on layered systems.

As already mentioned, the samples have to be aligned before the experiment. To this

end, we used a commercial Laue X-Ray Imaging System from Photonic Science. An x-ray

beam is focused on the sample and the diffracted signal is detected by a two-dimensional

screen in backscattering geometry. Since the incident beam is white, several layers fulfill

the Bragg condition and thus, multiple peaks are visible at the same time. By rotating

the sample, high-symmetry planes are found and crystal axis identified. In Fig. 2.1(a) is

shown a typical Laue pattern for La2−xSrxCuO4 system. Crystal axes can be identified

thanks to the higher-order reflections. Indeed, these reflections are closer to the Cu–Cu

than to the Cu–O–Cu bond direction. In this way the (110) and (100) = (010) crystal

axis are found respectively. We can also observe [Fig. 2.1(a)] that the pattern has a four-

fold symmetry, as expected for a tetragonal [001] plane. On the other hand, a six-fold

rotational symmetry is present for Ir1−xPtxTe2 with x = 0.05 sample [Fig. 2.1(b)]. This

confirms the trigonal high-temperature structure for this compound (see Chapter 4 for

further details).
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Figure 2.2: In (a) is shown the clamp-type pressure cell used during the experiments.
Top: picture of the cell with all the different components, from which we see the Teflon
cup (8) and the x-ray window (2). Bottom: schematic representation of the pressure
cell with the dimensions indicated in millimeters. Splitting of the (200) (or equivalently
(020)) Bragg peak for La2−xBaxCuO4 with x = 0.125, as a function of hydrostatic

pressure in shown in (b). Adapted from Refs. [60] and [61] respectively.

2.2 Hard X-ray Diffraction

The first diffraction patter was observed by Max von Laue and collaborators in (1912)

using x rays. In fact, since the interatomic distances are of the order of 1 Å, wavelengths

of the same magnitude are necessary. For a 100 keV x-ray beam, indeed, a λ ∼ 0.12 Å

wavelength is obtained. In 1913 Bragg formulated a geometrical description to explain

the diffraction pattern of a crystal. He considered planes of atoms separated regularly by

a distance d. The incoming light is then reflected specularly by each plane. A diffraction

pattern occurs only if a constructive interference is obtained. Thus, the phase difference

between the beams must be equal to an integer number of λ. The Bragg law reads as:

nλ = 2d sin

(
2θ

2

)
with n integer (2.1)

where 2θ is the scattering angle between the incident and reflected beams. The distance

d between the planes can be expressed in terms of lattice constants. For example, for a

Bravais lattice with a tetragonal symmetry one finds that:

1

d2
=
h2 + k2

a2
+
l2

c2
, (2.2)
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being h,k and l the Miller indexes of the system. In this way, knowing the scattering

angle 2θ and the wavelength of the incident beam, it is possible to obtain the lattice

constants a, b and c of the crystal.

2.2.1 Pressure Cell

Hard x-ray measurements were performed at P07 beamline [62] in PETRAIII in DESY.

Hydrostatic pressures were applied with a clamp-type pressure cell [60] [see Fig. 2.2(a)].

This cell is specifically designed to study weak reflections (i.e. CDWs) in transmission

geometry using 100 keV x rays. The sample is loaded in a Teflon cup, filled with

DAPHNE oil as transmitting medium, which is in turn inserted inside the pressure cell.

The chamber of this device is made of MP35N material. With an inner diameter of

3 mm loads of about 2300 kg are allowed before reaching the deformation limit of the

material.

In order to track the nominal value of the pressure, La2−xBaxCuO4 with x = 0.125

crystal was loaded inside the cell together with the sample. Due to a crystal symmetry

breaking, i.e. the occurrence of orthorhombicity, it was possible to estimate the pressure

by the splitting of the (200) or (020) reflections [61]. Both reflections are present at

the same time, since the orthorhombic domains coexist in the crystal. This splitting

decreases with applied pressure to a point where only one peak is detected at about

17.7 kbar [see Fig. 2.2(b)]. These pressure-calibration measurements were performed at

60 K.

2.3 Resonant Inelastic X-ray Scattering

Resonant inelastic x-ray scattering (RIXS) experiments were performed at the ADRESS

beamline [63] in Swiss Light Source (SLS). A picture of the instrument is shown in

Fig. 2.3(a). This technique is a photon in – photon out synchrotron based technique.

Its main principle lies in tuning the incident photon energy to an absorption edge of the

sample. As we will see in Chapter 3, this enhances the scattering process and, in addition,

allows element sensitivity. Besides charge, it is also possible to observe spin excitations,

making this technique complementary to inelastic neutron scattering (INS). The two

main differences with INS are that, small samples can be probed, due to a stronger

interaction of x-rays with matter [64], and that it allows measurements close to the

incident beam position. Nevertheless, a few limitations have to be pointed out. For soft

(∼ 1 keV) RIXS, which is relevant to this study, the energy loss resolution (∼ 100 meV at

Cu L3 edge [65]) is big if compared to a typical INS experiment (∼ 1− 10 meV [66]). In
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Figure 2.3: (a) Photo of the RIXS endstation at SLS. Sample vacuum chamber,
spherical grating (allowing the photon-energy differentiation) and the CCD detector are
indicated. Adapted from www.psi.ch/sls/adress. (b) Enhancement of RIXS resolution
at Cu L3 edge through years. In chronological order, the reported resolution refers to
BLBB at the Photon Factory [70], I511−3 at MAXII [71], AXES (ID08) at ESRF [72],
AXES (ID08) at ESRF [73], SAXES (ADRESS) at SLS [74] and ERIXS (ID32) at

ESRF [67].

addition, due to the scattering geometry, a limited reciprocal space can be studied, which

is usually contained to the first Brillouin zone. This is because in RIXS experiments,

the scattering angle 2θ is fixed and only reflection-scattering geometry is possible (for

soft x-rays). As a consequence, the reciprocal space is limited when the scattered beam

becomes parallel to the surface of the sample. Nevertheless, the RIXS resolution has

increased considerably over the years, as shown in Fig. 2.3(b). Currently a resolution

of ∼ 35 meV can be achieved with ERIXS spectrometer at ESRF [67], at the cost

of reducing the flux and thus increasing the acquisition time. For this thesis, AXES

spectrometer at SLS [68] was used. Although, a resolutions of about 120 meV was

already achievable in 2008, new improvements to the spectrometer has been applied

over the years. One of these, consists in utilizing three CCDs, at the detector stage,

instead of a single one [69]. This allows to reduce the acquisition time since a better

statistics is available. Furthermore, a single-photon counting software is adopted [69],

which allows to separate each pixel in four sub-pixels, thus improving the resolution of

the instrument.

The process of RIXS can be described in a two-step model (Fig. 2.4). A core electron

absorbs the incident photon with momentum }kin and energy }ωin and gets promoted to

the unoccupied band. The system is now in a highly excited state. A de-excitation occurs

in a time scale of 1 fs. This second step can create an elastic scattering, where the excited

electron decays back to the original state and emits a photon with energy }ωout = }ωin
and momentum |}kout| = |}kin|. On the other hand, an excitation can be created in

the system, and thus the outgoing photon will be characterized by }ωout < }ωin and

https://www.psi.ch/sls/adress/adress
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Figure 2.4: Schematic representation of RIXS process. Figure adapted from [75].

|}kout| < |}kin|. From this we can write the following conservation equations:

}ωin = }ωout + Eloss

}kin = }kout + }qexc
(2.3)

where Eloss and }qexc are the energy and momentum transfer of the created excitation.

Note that Eloss is small compared to the incident energy of the photon (∼ 1 eV to

∼ 1 keV). In this way it results that }ωin ≈ }ωout and consequently }kin ≈ }kout since

|}kout| = }ωout
c and |}kin| = }ωout

c . In this way, with a reasonable degree of accuracy, we

can assume the momentum transfer of the excitation qexc to be equal to the respective

q of the elastic scattering (of the same spectra). Within our studies the scattering angle

2θ was always fixed and equal to 130°. By geometrical construction one obtains:

q = 2kin cos
2θ

2

q// = q sin δs

(2.4)

where q// is the parallel (to the surface) component of the transfer vector and δs the

angle from the specular condition. The specular condition is defined as the geometry at

which the angle between the incident and outgoing beams is the same with respect to

the normal to the surface of the sample. Also note that, in our case, only the parallel

component of q is relevant, since the considered systems are quasi two-dimensional.
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Figure 2.5: Schematic representation of the RIXS observable excitations in cuprates.
Adapted from [75].

2.3.1 RIXS on Cuprates

The possible excitations (in cuprates), that can be observed with RIXS, are schemati-

cally represented in Fig. 2.5. The first excitation, that can be seen at about 50 meV,

corresponds to lattice vibrations. While phonons can give interesting information, their

observation is still limited by the resolution of the instrument. To date, even with the

highest resolution available, the phonon spectral weight is usually overlapped with the

elastic line. Thus the, resulting information, depends strongly on the elastic-line sub-

traction. At higher energy loss, magnetic excitations can be observed. For cuprates,

these correspond to single-flip excitations that are at about 300 meV. In addition, a

small bi-magnon signal can be observed, corresponding to a double-spin flip excitation.

At higher energies (1− 2 eV) dd excitations are present (Fig. 2.5). These correspond to

the transitions of the electron inside the 3d band. In cuprates, the highest lying band

has dx2−y2 symmetry which, with the d3r2−z2-symmetry band, forms the so-called eg

states. The remaining dxy, dxz and dyz bands are grouped in the t2g states. The eg and

t2g states are formed due to the crystal-field splitting of the out-of-plane elongated CuO6

octahedra. Thus the dd excitations result from the transition between the dx2−y2 and

the remaining bands. In this way information about the crystal-field splitting can be ob-

tained from RIXS spectra. Unfortunately, due to intrinsic broadening, it is complicated

to distinguish clearly each contribution. To overcome this problem, polarization analysis

can be performed and results compared to the theoretical-predicted cross section [76].

Nevertheless, since this signal is the less momentum dependent feature of the spectra,

it is used to normalize the intensity of the data.

At even higher energy loss, charge transfer excitations can be observed (Fig. 2.5). These

correspond to the excitations involving the oxygen px and py bands and are typically

extremely broad at Cu L3 edge. Additionally, a progressive decay of the signal, at higher

energies, complicates the analysis.
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(a) (b)

Figure 2.6: (a) RIXS spectra, at Cu L3 edge, for La2−xSrxCuO4 (LCO) and La2CuO4

(LCO) as indicated. Temperature and momenta transfer (expressed in 1/a units) are
shown in the lower part. Figure adapted from [80]. (b) RIXS spectra for La2−xSrxCuO4

(x = 0.145) with the respective fit (solid blue line) composed of elastic line and back-
ground (solid gray lines), and paramagnon excitation (red area) modeled using Eq. 2.5

Let us come back to the magnetic excitations. In Fig. 2.6(a) it is shown a typical spectra

for the doped La2−xSrxCuO4 (LSCO) system, which is compared to La2CuO4 (LCO).

We can observe that LCO presents a clear defined peak while LSCO is characterized

by a broad line-shape. This is because in LSCO system there is no long-range antifer-

romagnetic order and the mobile carriers damp the magnetic excitations. To extract

the magnon energy and its linewidth, a fit to the data has to be performed. While

for LCO a Lorentzian function reasonably describes the experimental data, for LSCO

another functionality is needed. A common way to fit the damped magnetic excitations

(paramagnons) is to use a response function for a dumped harmonic oscillator [77–79]:

χ′′(ω) = χ′′0
γω(

ω2 − ω2
0

)
+ ω2γ2

=
χ′′0γ/2

2ω1

[
1

(ω − ω1)2 + (γ/2)2 −
1

(ω + ω1)2 + (γ/2)2

] (2.5)

where the damping coefficient can be expressed as γ/2 =
√
ω2

0 − ω2
1. In this expression

ω1 is the pole of the excitation while ω0 corresponds roughly to the peak maximum.

In this way, the RIXS intensity can be modeled by χ(ω) · [nB(ω) + 1], where nB(ω) =(
e

}ω
kBT − 1

)−1

is the Bose factor. The fit is performed in a way to obtain ω0 and γ/2,

and consequently extract ω1 which is the energy of the excitation [79]. The quality of

the fit can be appreciated in Fig. 2.6(b), where a Gaussian functionality and a second

order polynomial are used for the elastic line and background respectively. The red area

in Fig. 2.6 is the paramagnon modeled using Eq. 2.5.



Chapter 3

Theoretical Background

In this Chapter an introduction on the theoretical aspects adopted in this thesis is

given. In particular, the XRD and RIXS processes are presented. The Chapter will

end by introducing the Hubbard model at strong coupling, which is used to model the

dispersion of the spin-excitations.

3.1 XRD Structure Factor

Although the Bragg law (Eq. 2.1) can give us important information about the sample,

a more complete description of the diffracted pattern can be obtained by considering a

scattering potential Ui(r), between the x-ray and the electronic cloud of the ith atom

within the unit cell. In real space, the position of each atom can be identified by the

vector R0
i = n1a+ n2b+ n3c, where i corresponds to a given set of integers (n1, n2, n3).

The total potential results to be U tot(r) =
∑

i Ui(r − R0
i ). We can thus define the

atomic scattering amplitude as the Fourier transform of the atomic scattering potential:

Ui,Q =

∫
Ui(r−R0

i )e
−jQrdr, (3.1)

where Q is the reciprocal vector 2π
(
h
a ,

k
b ,

l
c

)
. From this, the total scattering amplitude

will be U totQ =
∑

i Ui,Q.

Since, in an x-ray diffraction experiment, one measures the intensity I of the scattered

beam, the differential cross-section dσ
dΩ has to be defined. In fact it results that I ∝ dσ

dΩ .

To this end, one has to introduce the so-called structure factor:

F (Q) =
∑
i

Ui,Qe
jQR0

i . (3.2)

17
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It can be shown that dσ
dΩ ∝ |F (Q)|2.

As we will see in Chapter 4, a charge-density-wave system will be studied with hard

x rays. To account for this phenomena we can express the position vector as Ri =

R0
i +

∑
m um sin qmR0

i . The reciprocal lattice vector becomes Q = τ + nqm, where

n is an integer and τ refers to the diffraction peaks in the absence of charge density

wave. The vector um, being the amplitude of the Fourier component with wavevector

qm, represents the displacement of the atom associated with the charge modulation.

Let us, for simplicity, consider a modulation were only one component with amplitude

u and wavevector q is present. This will generate a perfectly sinusoidal modulation of

the charge in the system. Substituting the resulting Ri in Eq. 3.2, we can calculate the

structure factor for the charge density wave. In this case thus results:

I ∝ |Q · u|2 . (3.3)

This simple relation has an important consequence: the direction at which the (charge

density wave) satellite is more intense corresponds to the preferred displacement direc-

tion. Thus, by scanning the satellite peaks along the reciprocal space, it is possible to

recreate the modulation in real space [81].

3.2 RIXS Cross Section

Here the RIXS cross section will be presented within a perturbation theory and dipole

approximation treatments [75]. To this end the Hamiltonian of the matter-light inter-

action reads as:

H =
N∑
i

(
[pi + eA(ri)]

2

2m
− eφ(ri) +

e}
2m

σi ·B(ri)

+
e}

2(2mc)2
σi · {E(ri)× [pi + eA(ri)]− [pi + eA(ri)]×E(ri)}

)
+HC +

∑
k,ε

}ωk

(
c†k,εck,ε +

1

2

) (3.4)

where A is the vector potential defined as E(r) = −∇φ − ∂A/∂t and B = ∇ × A

with a continuously differentiable scalar function φ. pi and ri are the momentum and

position operators of the i-th electron and σi the corresponding Pauli matrix. Creation

(annihilation) of the photon with wave vector k and polarization ε is represented by c†k,ε

(ck,ε) operator.
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The first two terms of this Hamiltonian represent the kinetic and potential energies of

electron in the presence of electromagnetic field. It follows by a Zeeman splitting and

spin-orbit coupling parts. HC contains the remaining electrostatic contributions, among

which the electron-electron interaction. The last term is the energy of the radiation

summed over all the modes.

We can separate the Hamiltonian in two parts. One is the Hamiltonian H0 of electrons

and the phonons which are not interacting. In this way the resulting eigenfunction is the

product of the respective eigenfunctions. Consequently, the eigenvalue of this system is

the sum the eigenvalues for the electronic and radiation Hamiltonians. The remaining

part H ′, instead, contains the information about the interaction between electrons and

light. In this way we can treat H ′ as a perturbation to H0.

Within the two step model, the initial state is composed by the ground state |gel >
of the electrons and the incident photon described by |1kin,εin >. Where |1kin,εin > is

one-photon wave function resulting from application of the creation operator c†k,ε to the

ground state |0 >. This results in an overall ground state |g >= |gel; 1kin,εin > whose

eigenvalue can be represented by Eg = Eelg +}ωin. In a similar way we can represent the

final state as |f >= |fel; 1kout,εout > whose eigenvalue corresponds to Ef = Eelf + }ωout.

With this notation the transition rate w for the scattering process can be written as:

w =
2π

}
∑
f

∣∣∣∣∣〈f |H ′|g〉+
∑
n

〈f |H ′|n〉 〈n|H ′|g〉
Eg − En

∣∣∣∣∣
2

δ(Ef − Eg) (3.5)

where |n > is the intermediate state with eigenvalue En. In a non-resonant process the

first term is large as compared to the second, which in turn is neglected. For resonant

scattering, instead, the second term gets large since for some |n > the denominator is

very small resulting from Eg ∼ En.

Neglecting the first term, we can expand the second one and obtain:

w =
e2}

2m2V ε0
√
ωinωout

∑
n

N∑
i,i′

〈
f |ε∗out · pi′e−ikout·ri′ |n

〉 〈
n|εin · pie−ikin·ri |g

〉
Eg − En + iΓn

(3.6)

where V is the volume of the system and Γn accounts for the intrinsic broadening due

to the lifetime of the intermediate state. Substituting this expression in Eq. 3.5 one

obtains the Kramers–Heisenberg expression describing the RIXS cross section.

Since in our case, only the soft x-ray photons are considered, it is reasonable to use the

dipole approximation. Consequently the term e−ik·r varies slowly over the characteristic
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distance of the atomic wavefunction. Eq. 3.6 further simplifies in:

w ≈ e2}
2m2V ε0

√
ωinωout

∑
n

N∑
i,i′

〈f |ε∗out · pi′ |n〉 〈n|εin · pi|g〉
Eg − En + iΓn

≈ e2}
2m2V ε0

√
ωinωout

∑
n

N∑
i,i′

〈f |ε∗out · ri′ |n〉 〈n|εin · ri|g〉
Eg − En + iΓn

.

(3.7)

3.3 Hubbard Model

To describe the magnetic-excitation dispersion extracted from RIXS studies on La2−xSrxCuO4

with x = 0.12 (Chapter 5) and thin films of La2−xSrxCuO4 (Chapter 6), a single-band

Hubbard model at strong coupling is used. The Hubbard model is a powerful tool

whic can be used, for example, to describe the metal to (Mott) insulator transition

(see Fig. ??). It was shown, that in order to describe the magnon dispersion in bulk

La2CuO4 [82, 83], it is necessary to consider also the second- and third-neighbor hopping

integrals [84, 85]. In this section I will present the analytical solution for the magnon

dispersion and comment on the result.

A Hubbard Hamiltonian for a strongly-correlated electron system can be formulated as

follows:

H =− t
∑
〈i,j〉,σ

c†i,σcj,σ − t
′
∑
〈〈i,j〉〉,σ

c†i,σcj,σ

− t′′
∑

〈〈〈i,j〉〉〉,σ

c†i,σcj,σ + U
∑
i

ni,↑ni,↓
(3.8)

where t, t′ and t′′ are the first-, second- and third-nearest neighbor hopping integrals.

The electron-electron correlations are described by the on-site Coulomb interaction U .

A creation (annihilation) of an electron at the site i and spin σ =↑, ↓ is represented

by the respective operator c†i,σ (ci,σ). By definition the density operator at the site i is

ni,σ ≡ c†i,σci,σ. The summation in the first three terms is done over the first- 〈?〉, second-

〈〈?〉〉 and third-nearest neighbor sites 〈〈〈?〉〉〉.

Using this Hamiltonian at strong coupling it is possible to pass from a Hubbard to

a Heisenberg type of representation by defining the exchange-interaction constants in

terms of t, t′, t′′ and U . In addition, also the ring-exchange interactions are considered,

since they have been shown relevant for La2CuO4. For a detailed derivation please

consult Refs. [84, 85]. The magnon dispersion can be represented in the following way:

ω(q) = Z
√
A(q)2 −B(q)2. (3.9)
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Figure 3.1: Schematics of metal-insulator transition (MIT) as a function of filling and
ratio U/t, constructed from a Hubbard model. As shown, a Mott insulator is formed
either by filling control (FC-MIT) or by bandwidth control (BC-MIT). Figure adapted

from Ref. [51].

Here the renormalization factor Z accounts for the quantum fluctuations. It was shown

that Z has a small momentum dependence. Having a negligible contribution in the

magnon dispersion, a constant value of 1.219 (calculated for La2CuO4) is used in this

thesis.

For each q = (h, k), with h and k expressed in reciprocal lattice units 2π/a and 2π/b,

the A and B terms depend on t, t′, t′′ and U . To simplify the notation we can define

Pj(h, k) = cos jha+ cos jka

Xj(h, k) = cos jha cos jka

X3a(h, k) = cos 3ha cos ka+ cosha cos 3ka

such that:

A = 2J1 + J2 (P2 − 8X1 − 26) + 2J ′1 (X1 − 1)

+

[
J ′′1 −

8J1

U2

(
−t′2 + 4t′t′′ − 2t′′2

)]
(P2 − 2)

+ 2J ′2 (−2P2 + 4X1 +X2 − 1)

+
2J ′1J

′′
1

U
(5P2 + 2X1 − 3X2 −X3a − 7)

+ J ′′2 (4P2 + P4 − 8X2 − 2)

(3.10)
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Figure 3.2: Exact numerical (scattered points) solution for the zone-boundary dis-
persion EZB , for U/t ratio as indicated, compared with the respective approximated
analytical one (solid black line) obtained for U/t = 8. Note that −t′/t varies from 0 to

0.5 while having t = 0.43 eV.

and

B = −J1P1 + 16J2P1

− 4J1

U2

[(
6t′2 − t′t′′

)
(X1 − 1) + 3t′′2 (P2 − 2)

]
P1.

(3.11)

Here, the exchange-interaction constants are defined as J1 = 4t2

U , J2 = 4t4

U3 , J ′1 = 4t′2

U ,

J ′2 = 4t′4

U3 , J ′′1 = 4t′′2

U and J ′′2 = 4t′′4

U3 . Note that no l component of q is being considered. In

fact, this model is for (quasi) two-dimensional systems only, where the coupling between

the layers is small.

Now, let us define the zone boundary dispersion EZB. Here, we consider the Mott

insulator La2CuO4 and the related doped systems. Since an antiferromagnetic order is

present in the undoped system, we have to consider the boundary the of the respective

Brillouin zone. The latter is rotated by 45°, with respect to the lattice Brillouin zone

and it is centered around the high-symmetry M point (1/2, 1/2). It thus results that

EZB = ω (1/2, 0)− ω (1/4, 1/4) in the lattice Brillouin-zone notation.

Having an analytical solution for ω we can thus derive an expression for EZB. To this

end, it is useful to consider the case where only t and U are present. In this case, it
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results that, at the high-symmetry (1/2, 0) and (1/4, 1/4) points the B term (Eq. 3.11) is

equal to zero. We thus, obtain that the zone-boundary dispersion depends only on the

second-neighbor exchange interaction: EZB = 12ZJ2.

Including the contribution from t′ and t′′ to EZB, one obtains a complicated expression.

For this reason an approximated solution is proposed, where −t′′/t′ = 1/2 (as it is often

assumed) and terms scaling with J ′2, J ′′2 and J ′1J
′′
1 are neglected. Within these limits we

obtain:
EZB

12ZJ2
≈ 1 +

1

12

(
112− J1

J2

)(
t′

t

)2

, (3.12)

which is valid for:

U

t
>

√√√√28 + 112
(
t′

t

)2
2 + 3

(
t′

t

)2 , and

∣∣∣∣ t′t
∣∣∣∣ . 0.686. (3.13)

Note that, the constrains in 3.13 are reasonable for the system which are considered in

the present studies. In fact −t′/t is usually limited to 0.5. From this results that, U/t

should be approximately larger than 4.5.

To check if the solution in Eq. 3.12 is a good approximation to the exact solution, a

direct comparison between the two is shown in Fig. 3.2. Here, −t′/t varies from 0 to 0.5

and t = 0.43 eV. As we can see, the approximated solution agrees well with the exact

numerical calculations for several values of U/t. Notice, that the approximated solution,

varies negligibly with U/t. Thus, the difference between the two solutions lies in the

higher order terms that have been omitted. For high enough −t′/t, this terms indeed,

become important to describe the zone-boundary dispersion.

Another quantity, which will be useful for our analyses is the effective first-neighbor

exchange interaction. Within our formalism it can be expressed as:

Jeff = 4
t2

U
− 64

t4

U3
. (3.14)

the first term corresponds to J1 while the second take into account the effect of the

cyclic interactions. For simplicity the additional corrections, coming from t′ and t′′, has

been neglected. The importance of Eq. 3.14 comes from the fact that the dispersion

at the high-symmetry (1/2, 0) point is approximately 2Jeff . In this way the variation of

the exchange-interaction can be tracked directly from the experimental data without a

detailed analysis.





Chapter 4

Charge Order &

Superconductivity in Ir1−xPtxTe2

Competing orders are of great interest in condensed matter physics. To this end, charge

order and superconductivity play an important role. In cuprate systems a suppression

of superconducting transition temperature Tc is observed around the anomalous 1/8 dop-

ing. This suppression, which is stronger for La2−xBaxCuO4 among the cuprate family,

is associated with the presence of charge order, or more specifically by the presence of

stripe order [86]. Interestingly, in cuprates CO persists down to the lowest reachable

temperatures inside the superconducting state. This suggests a stronger impact of CO

on SC and not the other way around (i.e. Sc on CO). The complex interplay between

these two phases was studied using several different techniques. For example, CDW was

extensively studied in the YBa2Cu3O6+δ system [87] as a function of magnetic field and

temperature. The magnetic field effect is to suppress the SC Tc of the system, thus

enhancing the “strength” of the two-dimensional CDW at lower temperatures. Interest-

ingly, at fields higher than 15 T a new three-dimensional CDW sets in with the same

in-plane incommensurability as the 2D CDW but at different ` component [88–90]. Thus

the magnetic field is both suppressing the superconductivity and pinning the 3D CDW

order along the out of plane direction. In a similar fashion, we used a hydrostatic pres-

sure to suppress the SC and reveal the CO in Pt doped IrTe2. This Chapter is organized

as follows: first an introduction to the Ir1−xPtxTe2 system is presented; afterwards the

resistivity and hard x-ray diffraction experiments under hydrostatic pressure are dis-

cussed; and finally we propose and discuss different models for the interplay between SC

and CO in this system.

25
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Figure 4.1: Crystal structure of IrTe2 at high (a) and low (b) temperatures is pre-
sented. Blue (green) balls represent Te (Ir) atoms while the red solid line indicates the

unit cell. Figure obtained using V ESTA [13].

4.1 State of the Art

IrTe2 has attracted considerable attention due to the large spin-orbit coupling in the

Ir site. Moreover, a structural transition characterized by a considerable Fermi surface

reconstruction occurs at Ts1 = 280 K [91, 92]. The group symmetry is changing from

the trigonal P3m1 at high temperature to a monoclinic C2/m at Ts1. As can be seen

in Fig. 4.1, IrTe2 is a layered system with edge-sharing octahedra forming sheets which

stack along the c axis at high temperature and are tilted, with respect to the latter, at

low temperature.

The structural transition is also accompanied by a development of a charge order of type

(δ, 0, δ), which at Ts1 has δ = 1/5 and transits to δ = 1/8 under Ts2 = 200 K. Upon
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Figure 4.2: Phase diagram with Pt (a) and Pd (b) substituted IrTe2. SC stands for
superconductivity. Figures adapted from Refs. [10] and [11] respectively.

warming (from low temperature) the δ = 1/5 phase is suppressed but the (δ = 1/8)

CO still melts at Ts1. Furthermore, at the surface, a δ = 1/6 phase was observed by a

scanning tunneling microscopy (STM) study, revealing a similar hysterical behavior [93].

STM also revealed that this CO is characterized by a dimer formation, which was iden-

tified to be a pair of Ir3+−Ir3+. Following the same principle the bulk CO was explained

as the alternation of electron-rich and electron-depleted (at the dimer site) regions. This

mechanism was implemented in the Fermi-surface calculations and a reasonable agree-

ment with experiments was obtained [94]. Nevertheless, a complete understanding of

this peculiar charge order is yet to be accomplished. For example, a formation of CO

should be followed by an opening of a gap at, or in the vicinity of, the Fermi surface. To

date, only a suppression of the spectral weight was observed with optical and ARPES

studies [94–96].

To conclude this introduction on the system, a phase diagram is presented in Fig. 4.2. It

can be seen that, a Pt [10] or Pd [11] substitution in the Ir site induces a suppression of

the structural (and CO) transition up to a critical concentration xc after which supercon-

ductivity emerges. Similar behavior is also present (not shown) in the Cu intercalated

IrTe2 samples [97]. From such a phase diagram, we can conclude that a competition

between the charge order and superconductivity is present in this systems.

4.2 Resistivity Measurements

The changes in crystal structure and the occurrence of the charge order are also de-

tectable with resistivity measurements. As shown in Fig. 4.3(a), IrTe2 presents a big

jump in the resistivity curve revealing a first order phase transition in the system.
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Figure 4.3: Warming (red) and cooling (blue) resistivity curves for IrTe2 (adapted
from Ref. [99]) and related materials CuIr2Te4 and PtTe2 (adapted from Ref. [100]).
Similar curves for Ir1−xPtxTe2 samples are presented as a function of doping x (b) and
hydrostatic pressure (c) for x = 0.05. Low temperature data, obtained in the same
conditions as in (a), (b) and (c), are presented in (d), (e) and (f), respectively. Note
the logarithmic scale and normalization for the y axis in (d-f). In (d), data for IrTe2

and Ir3Te8 are adapted from Refs. [96, 101]. Dashed lines in (d-f) are guides to the eye
only.

These peculiar properties of the compound can be associated with both charge order and

the structural transition. From the sole resistivity curves it is not possible to attribute

which one is the driving mechanism. On the other hand, we can notice a hysteretical

behavior when the warming and cooling curves are overlapped. Notably, the step-like

anomaly occurs at characteristic temperatures close to the previously introduced Ts1 and

Ts2. Since Ts2 is related to the CO, we might think that this is the driving ”force”. A

similar resistivity anomaly is also present in the isostructural related compound CuIr2Te4

but absent in PtTe2 [see Fig. 4.3(a)]. Although a charge order model was proposed for

CuIr2Te4 [98], no direct evidence of it was yet reported.

The anomaly in the resistivity was further investigated as a function of doping and

hydrostatic pressure in Ir1−xPtxTe2. As shown in Fig. 4.3(b) the hysteresis loop is

present up to x = 0.045 but completely absent in the superconducting sample [see

Fig. 4.3(e)] with x = 0.05. Only after a 12.1 kbar hydrostatic pressure is applied

to the Ir1−xPtxTe2 with x = 0.05 sample, the anomaly in the resistivity is recovered

[see Fig. 4.3(c)]. With increasing doping of Pt content x and decreasing pressure on
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the Ir1−xPtxTe2 with x = 0.05, we observe two main similarities: (i) the size of the

hysteretical loop is getting smaller and shifting towards lower temperatures; and (ii) the

sample is undergoing a superconducting transition at low temperatures (. 3 K) once

the resistivity anomaly is largely suppressed. To understand the behavior in the point

(i) we conducted a hard X-ray diffraction experiment on Ir1−xPtxTe2 with x = 0.04 and

x = 0.05, which will be presented in the next section. Concerning point (ii), we will

propose a mechanism explaining the broadening of the SC transition in the conclusive

part of this Chapter.

4.3 Hard X-ray Scattering Experiment

A hard x-ray (100 keV) study was performed at the P07 beamline at PETRAIII in DESY

(Hamburg, Germany). Both the Ir1−xPtxTe2 with x = 0.04 and x = 0.05 samples were

studied on a triple-axis diffractometer using a closed-cycle cryostat (Tmin ∼ 20 K).

Hydrostatic pressure was applied by means of a piston-type pressure cell. For more

detail, please refer to Chapter 2. The data are presented in reciprocal lattice units

(r.l.u.) and a hexagonal notation is used with a = b = 3.95 Å and c = 5.38 Å.

As already presented previously, we performed the diffraction experiment on the su-

perconducting Ir1−xPtxTe2 with x = 0.04 and the superconducting (at atmospheric

pressure) Ir1−xPtxTe2 with x = 0.05 samples. Due to the resistivity anomaly in the

x = 0.04 system, a structural or CO transition (or both at the same time) is expected,

as in the parent compound IrTe2. In Fig. 4.4(b) a scan along the reciprocal (h, 0, h)

direction is shown for the x = 0.04 sample. Charge order with δ = 1/5 commensura-

bility is found. It is also observed that the (mδ, 0,mδ + k) reflections with k = 1, 2, 3

are much weaker than for k = 0 (with m = 1, 2, 3, 4). Since the diffracted intensity I is

proportional to the scattering vector Q scalar the atomic displacement u (see Eq. 3.3),

it follows that the charge modulation is along the [101] direction as in IrTe2. Upon

warming, the CO is almost completely melted at 160 K. A little signal is still detectable

at the two strongest scattering vectors (1/5, 0, 1/5) and (2/5, 0, 2/5), as shown by the

solid black line in Fig. 4.4(b). Nonetheless, this is consistent with the characteristic

temperatures for the step-like features [Fig. 4.3(b)] in the resistivity measurements. On

the other hand, no evident structural transition is observed. In the 2θ scan (obtained by

varying the scattering angle, in order to fulfill the Bragg condition for different lattice

constants) no peak splitting of the Bragg peak [see inset of Fig. 4.4(b)] is detected, at

the base temperature (20 K). However, indications of peak splitting (not shown) are

observed in the orthogonal (ω) scan under 160 K. Most likely, the structural transition

is present but not detected. Some domains can be suppressed and no peak splitting



Charge Order & Superconductivity in Ir1−xPtxTe2 30

h in (h,0,h) [r.l.u.]

0.98 1 1.02

I
/

I M
A

X
[a

.u
.]

0

1

2

3

400 bar

 20 K

14 kbar

 50 K

(a)

17.7 kbar

 60 K

17.7 kbar

 200 K

In
te

n
s
it
y
 [
a
.u

.]

0

0.5

1

Ambient Pressure

20 K 160 K

(b)

h in (h,0,h) [r.l.u.]

3.2 3.4 3.6 3.8

In
te

n
s
it
y
 [
a
.u

.]

0

0.5

1

17.7 kbar, 50 K 400 bar, 20 K

12.5 kbar, 20 K 15 kbar, 20 K

(c)

h in (h,0,h) [r.l.u.]

2.96 3 3.04

I
/

I
M

A
X

[a
.u

.]

0

1

17.7 kbar

 20 K

2θ at (404) [deg]

5.28 5.32 5.36

I
/

I
M

A
X

[a
.u

.]

0

1

Ambient

pressure

 20 K

T [K]

50 100 150 200 250

I 
/ 
I(

7
0
K

) 
[a

.u
.]

0 

0.5

1 

(4,0,4) rlu

T [K]

50 150 250

I 
/ 

I
7

0
K

0 

0.5

1 
(0.8,0,0.8) rlu

Hydrostatic pressure [kbar]

0 5 10 15 20

B
ra

g
g
 p

e
a
k
 s

p
lit

ti
n
g
 [
r.

l.
u
]

0

0.004

0.008

0.012

(d) Ir
1.95

Pt
0.05

Te
2

0 5 10 15 20
0

0.004

0.008

0.012

(d)

T [K]

50 150 250

I 
/ 

I
7

0
K

0 

0.5

1 
(0.8,0,0.8) rlu

0

1

2

3

pc1 pc2

C
O

 p
e

a
k

 i
n

te
n

si
ty

 [
a

.u
.]

p = 17.7 kbar

(e)

(0.8,0,0.8) rlu

p = 17.7 kbar

Ir
0.96

Pt
0.04

Te
2

Ir
0.95

Pt
0.05

Te
2

Ir
0.95

Pt
0.05

Te
2

Ir
0.95

Pt
0.05

Te
2

Ir
0.95

Pt
0.05

Te
2

Figure 4.4: X-ray scattering data for Ir1−xPtxTe2. In (a) the (101) Bragg reflection
is presented for x = 0.05 sample as a function of hydrostatic pressure and temperature,
as indicated. Solid lines are fit to the data using two (one for 400 bar) Gaussian
functionalities. Ir1−xPtxTe2 with x = 0.04 diffraction intensity (at ambient pressure)
along the [101] axis, at 20 (red) and 160 K (black), are presented in (b). Similar data,
at low temperature, for Ir1−xPtxTe2 with x = 0.05 are presented in (c) for different
hydrostatic pressures, as indicated. Insets in (b) and (c) depict the scans over the
reference (for charge order) Bragg peak, for the two compositions as indicated. In (d)
the splitting of the (101) reflection and charge order intensity [extracted from data as in
(a) and (c)] are presented as a function of applied pressure. Temperature dependence
(cooling) of the short-axis Bragg signal and CO intensities are shown in (e), alongside

with the warming and cooling curves, for CO only, presented in the inset.

is observed. The structural transition for this composition is expected to occur at the

same temperature as for the charge order, simmilar to the undoped IrTe2.

Surprisingly, cooling the sample down to 20 K, no CO with δ = 1/8 was detected. This

signifies that the ground state for the Ir1−xPtxTe2 with x = 0.04 is different from the par-

ent compound and that there is a transition doping at which the δ = 1/8 CO disappears.

While this assumption still has to be confirmed experimentally, the main conclusion of

this first part is that a strong charge order is present in the non-superconducting sample.

To reveal whether the opposite (i.e. no CO in the SC sample) is true, we measured the

Ir1−xPtxTe2 with x = 0.05 sample.

A systematic study of Ir1−xPtxTe2 with x = 0.05 sample was performed under several

hydrostatic pressures. The lowest adopted pressure is 400 kbar and we consider it to be

equivalent to the ambient pressure since no particular change in the resistivity is observed

up to about 12 kbar [see Fig. 4.3(c,f)]. Following the (101) Bragg peak [Fig. 4.4(a)] it

is clear that upon increasing the pressure, firstly a shoulder appears at 14 kbar and an
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Figure 4.5: Simplified version of the trigonal-to-monoclinic transition is schematically
shown in (a) along the (001) projection of the hexagonal IrTe2 crystal structure. Dif-
ferent domains are obtained due to the formation of a short axis (thick orange bond)

along the ~a, ~b and ~a−~b directions. For each domain a dimerization (thick red line) of
Ir atoms is proposed in (b) as a model for the charge order found in Ir1−xPtxTe2 at

atmospheric (x = 0.04) and hydrostatic applied pressure (x = 0.05).

additional peak is completely developed at about 17.7 kbar. This structural transition

occurs at a critical pressure pc1, which we estimate to be 11.5 kbar. No detailed study

on the symmetry of this transition was performed but our data are consistent with

the monoclinic C2/m space group. We thus assume that the lowering of the crystal

symmetry is the same as for the parent compound.

Concerning the charge order [Fig. 4.4(c)], commensurate reflections with δ = 1/5 are

found only at the highest applied pressure of 17.7 kbar and only with respect to the new

(short-axis) Bragg reflection, suggesting its uniaxial nature. From this a critical pressure

pc2 for the CO, is estimated to be 16 kbar. Even though the exact values still have to be

found with further examination, it is clear that pc1 < pc2 for Ir1−xPtxTe2 with x = 0.05

system. This separation in two distinct phases [Fig. 4.4(d)], suggests that the structural

transition is a prerequisite for the appearance of the charge order and not the other way

around. This intimate relation is further confirmed by the temperature dependence of

the scattering intensity of the (1−δ, 0, 1−δ) and monoclinic (404) reflections [Fig. 4.4(e)].

Upon cooling, indeed the Bragg- and CO-peak intensities overlap on each other and

disappear at about 200 K. In addition, a hysteresis loop of the CO-peak intensity [see

inset of Fig. 4.4(e)] is found between the warming and cooling curves, as in the resistivity

measurements. Even though the resistivity anomaly is no more a well defined step-

like jump (probably due to the more complicated set-up), the characteristic transition

temperatures agree well with the diffraction results. Unfortunately no warming-curve

of the Bragg peak is available but it is reasonable to conclude that it will follow a



Charge Order & Superconductivity in Ir1−xPtxTe2 32

hysteretical behavior. In addition, it is evident that the main reason of the resistivity

anomaly at about 12 kbar [Fig. 4.3(b)] is the structural transition, as no evidence of

charge order is found [Fig. 4.4(c)]. The fact that the area of the loop (in the resistivity

curves) is growing with pressure, suggests that the appearance of the CO also contributes

to this anomaly. A simultaneous x-ray diffraction and resistivity measurement might

resolve this issue.

A closer examination of Figs. 4.4(b) and 4.4(c) reveals that the modulation of the charge

peaks is almost identical. The slight difference might be the result of the background

subtraction which was necessary for the pressure experiment on Ir1−xPtxTe2 with x =

0.05 sample and arising from the powder-ring reflections from the pressure cell. Since

the scattering structural factor is strongly dependent on the symmetry, we conclude that

the very same charge order is observed for the two compounds. Furthermore, having

such a close similarity for two different Pt contents and at two different pressures, we

can extend this picture by assuming that this charge order is of the same kind as for

the parent compound IrTe2. We thus propose a similar mechanism for the charge order,

illustrated in Fig. 4.5 and involving the formation of Ir3+−Ir3+ dimers. In Fig. 4.5(a)

it is shown that from a hexagonal structure is is possible to obtain three monoclinic

domains, in which one of the lattice parameter is shorter than the other. This results

in a twinned sample which explains the presence of two Bragg reflections in Fig. 4.4(a).

Each of this domains will allow (and induce) the formation of the charge order. We saw

that the CO is closely related to the shorter lattice parameter [i.e. higher h in (h, 0, h)]

and thus a dimerization mechanism is proposed only along this direction. As shown in

Fig. 4.5(b) this model results in dimer planes cutting the crystal with a non-zero angle

with respect to the c axis.

4.4 Discussion & Conclusions

To conclude, we have observed that a δ = 1/5 charge order is present for the Ir1−xPtxTe2

with x = 0.04 at atmospheric pressure and that no δ = 1/8 phase was detected down to

20 K. A pressure induced structural transition and the formation of a δ = 1/5 charge

order is obtained at two distinct pressures pc1 and pc2 respectively. Since pc1 < pc2,

a monoclinic phase is necessary for the appearance of CO. Having collected all this

information, we propose a p − T − x phase diagram in Fig. 4.6. Further studies are

needed to confirm and precisely draw the boundaries of the different phases for this

compound. In addition, a study on the Pd-doped sample would be of main importance

to find similarities and differences between the two compounds and thus gain more

insight into the physics behind these phenomena.
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Figure 4.6: A hydrostatic pressure vs. temperature vs. doping x phase diagram is
proposed for the Ir1−xPtxTe2 system.

Some final remarks are needed with respect to the low-temperature behavior for the

pressure-applied Ir1−xPtxTe2 with x = 0.05 sample. Namely, a competition between

the charge order and superconductivity is observed. This can be seen from Figs. 4.7,

which were constructed from data as shown in Figs. 4.3(c) and 4.3(f). In fact, the

superconducting transition remains sharp after the structural transition occurs at about

12 kbar, but becomes broader once the charge order is developed for p > pc2. The onset

of the transition remains fairly the same at about 3 K but the region were zero resistivity

is observed becomes (instrumentally) unavailable.

This broadening of the superconducting phase can result from the following mechanisms:

� Inhomogeneities:

– pressure

– chemical

– electronical

� Granular superconductivity

� Low-dimensional superconductivity

Pressure inhomogeneities, for example, can be a result of a solidification of the trans-

mitting liquid inside the pressure cell, creating a non uniform strain on the sample. We

notice, however, that the maximum applied pressure was under the solidification limit
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Figure 4.7: False-color map plot of the difference between the warming and cooling re-
sistivity curves, as a function of hydrostatic pressure and temperature, for Ir1−xPtxTe2

with x = 0.05 is presented in (a). A similar plot, but at low temperatures, in shown in
(b) for the difference (in logarithmic scale) between the resistivity curves at a particular

pressure and the minimum applied one.

of the Daphne oil. Furthermore, we observe similar broadenings both as a function of

hydrostatic applied pressure and chemical substitution. Chemical inhomogeneities can

also be excluded since a hydrostatic pressure should have no effect on the dopant disor-

der. As for the last point, also the electronical inhomogeneities could be responsible for

the broadening, especially because they can be tuned by the doping content x and by

the applied pressure. However, we can exclude the whole “Inhomogeneities” picture by

the fact that a general disorder would produce a broad charge order reflection, which is

in stark contrast with the observed resolution-limited signal.

For what concerns the granular superconductivity, this is characterized by regions which

are superconducting separated (and thus surrounded) by a non superconducting ones.

Within such a picture, it is natural to think that in our system the non superconduct-

ing part will be constituted by the monoclinic domain walls between different twins.

Therefore, one needs to select a single-domain sample (or to detwin a multi-domain one)

and to measure the magnetic (Meissner effect) and conducting properties. If the sample

results superconducting and with a sharp transition, this would hint towards the granu-

lar superconductivity scenario. Unfortunately, this experiment is difficult to realize due

to technical reasons: currently available samples are small (thin along the c axis) and

fragile, resulting to be unapproachable to a detwinner (which by the way should be done

in situ since Ts1 < 300 K). On the other hand, we observe that for Ir1−xPtxTe2 with
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x = 0.05 sample, under 12.1 kbar the superconducting transition is still sharp as much

as for the lowest applied pressure [see Fig. 4.3(e)], but a monoclinic transition, and thus

the formation of domain walls, has already occurred, as confirmed by the diffraction

experiment [Fig. 4.4(a)]. Explaining the data within the granular superconductivity

results to be non straightforward.

Finally, we discuss the two-dimensional superconductivity scenario which takes place

within the Berezinskii – Kosterlitz – Thouless transition. Briefly, one can see [102,

103] that it is possible to approximately describe the resistivity drop below Tc by an

exponential-type of function [see dashed line in Figs. 4.3(d-f)] of the form: ρ(T ) ∝ e−b/
√
t,

where b is a constant and t = (T −TBKT )/TBKT with TBKT as a second-order tempera-

ture scale. This scenario is supported by the occurrence of the charge order, which as we

saw is competing with superconductivity in this system. Indeed, the dimerization on the

Ir site produces a local suppression of the density of states [91, 92, 104–106]. Therefore,

it is plausible that superconductivity is suppressed inside these sheets [Figs. 4.5(b) and

4.5(c)], separating completely superconducting parts of the sample. Also in this case

it is (experimentally) challenging to prove such a scenario, due to the above mentioned

technical issues and the fact that the charge order runs along a non crystallographic

high-symmetry direction. However, an experimental evidence of Berezinskii – Kosterlitz

– Thouless transition would be of main interest.





Chapter 5

Damped Spin Excitations in

La2−xSrxCuO4

Superconductivity is a phenomena characterized by zero-electrical resistivity and perfect

diamagnetism, so-called Meissner effect. In 1911 superconductivity was observed, for the

first time, in solid mercury by Heike K. Onnes [107]. Later on, many other compounds

were found to be superconducting under a critical temperature Tc [see Fig. 5.1]. Depend-

ing on the particular type of superconductivity and the composition, these materials can

be grouped in families. One of these families comes under the name of cuprates, because

the active part is composed of copper oxide.

Cuprate superconductors are an interesting and exciting topic of solid state physics. The

first high-temperature superconductor (HTS) was discovered in 1986 by J. Georg Bed-

norz and K. Alex Müller at Universität Zürich in a mixture of Ba–La–Cu–O system [108].

Later the 1987 Physics Nobel Laureates reported that actually La2−xBaxCuO4 is the

superconducting compound with Tc of about 30 K [109]. Following, new compounds

were discovered with higher transition temperatures, with the record Tc of 133 K for

HgBa2Ca2Cu3O8+δ compound [110] discovered by Andreas Schilling in 1993 at Univer-

sität Zürich.

After 30 years [111], no microscopic description of HTS is found despite an enormous

number of publications. Even though, enhancing the Tc is possible, for example, by

epitaxial strain [28, 112] and hydrostatic pressure [27, 113], it is still under debate what

is the pairing mechanism of Cooper pairs. Antiferromagnetic fluctuations are believed

to be responsible but no direct evidence, as the isotope effect [114, 115] for phonon-

mediated superconductors, is yet observed. On the other hand, an agreement on the

d−wave symmetry of the gap [38] is reached, and it is believed that it is a universal

property for cuprates. For these reasons, and for the presence of several other phenomena

37
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Figure 5.1: Transition temperature Tc for superconductivity as a function of discovery
date of respective compounds. Cuprates are indicated with light blue diamonds. On
the right are also indicated, by arrows, the condensation liquid-phase temperatures for

gases as indicated. Figure from Ref. [118]

like the stripe order, the pseudogap region and the charge density wave, cuprates are

still under intense research.

In this Chapter we will focus on bulk La2−xSrxCuO4 (LSCO) high-temperature su-

perconductor [116] from a Resonant Inelastic X-ray Scattering point of view. A brief

introduction on the cuprate physics, relevant to the present work, will follow on the

next section. For a more complete overview, from experimental and theoretical insights,

I suggest the reviews at Refs. [1, 3, 33, 117]. In Chapter 5 a similar RIXS work will be

presented on thin films of the parent compound La2CuO4.

5.1 State of the Art

Superconductivity is obtained once the compound is doped away from the insulating

(charge-transfer) Mott state. Doping is achieved either by varying interstitial oxygen

content [46] or by transition-metal substitution [33]. A typical temperature vs. doping

phase diagram is shown in Fig. 5.2(a). Both electron and hole doping is possible. We

will concentrate only on the hole-doped system La2−xSrxCuO4, for which a highest Tc

of about 40 K is obtained once the Sr content x is about 0.15 [119].
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Figure 5.2: (a) Schematic representation for electron- (left) and hole-doped (right)
cuprates. AF stands for antiferromagnetic, while SC for superconductivity. Figure
adapted from Ref. [117]. (b) Tetragonal crystal structure of La2−xSrxCuO4, with a =
b ∼= 3.8 Åand c ∼= 13.2 Å. Two different oxygen sites are indicated as OP and OA,
having planar and apical coordination. Solid blue line indicated the tetragonal unit

cell. Figure obtained using V ESTA [13].

La2−xSrxCuO4 presents a typical perovskite-type of crystal structure with supercon-

ducting CuO2 layers separated by La2O2 layers [see Fig. 5.2(b)]. At room tempera-

ture the compound presents a tetragonal (Bmab) structure if x > 0.1, below which it

is orthorhombic (F4/mmm) [120]. This structural transition is both temperature and

doping dependent, resulting in an orthorhombic phase inside the superconducting dome.

Being a layered system, with a small coupling between the CuO2 layers, it is a quasi-

two-dimensional system, as confirmed by resistivity and Angle Resolved Photoemission

Spectroscopy (ARPES) studies [117, 121]. Nevertheless, this small coupling has an im-

portant impact on the superconducting properties. Indeed, a higher Tc is obtained, for

example, in YBa2Cu3O6+δ system (92 K) which is a double layer compound. On the

other hand, a similar Tc is obtained for the single layered HgBa2CuO4+δ (Hg1201) at

about 90 K [122]. It is important to note, that contrary to the Hg1201 system, LSCO

presents a tilting of the CuO6 octahedra in the orthorhombic phase. Thus both in- and

out-of-plane structural characteristics are different.

A simple valency analysis can give us an important information. In fact, if considering

La2CuO4, one finds that it is charge-neutral as La is trivalent and Cu is bivalent. On

the other hand, the CuO2 layers posses a net charge of −2, and of course the La2O2

layers +2. Thus La2O2 acts as a charge reservoir to the CuO2 planes. Once the system

is doped, La3+ atoms are substituted by Sr2+ which in turn takes two electrons from

the superconducting layers. Since there are two CuO2 layers inside a unit cell, we can

see that the number of holes (doping p) per copper plane is equivalent to the Sr content

x.
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Figure 5.3: Fermi surface topology of La2−xSrxCuO4 as a function of doping x. Solid
blue lines are fit to the data using a single-band tight-binding model. The outputs from
the fit are shown in the lower left corner (t and t′, and ε0 are the first- and second-
neighbor hopping integrals, and chemical potential respectively. Solid black lines are

LDA band-structure calculations for kz = 0. Figure adapted from Ref. [36].

As already mentioned, once the superconductivity occurs a dx2−y2 gap ∆, of the form

∆0 (cos kx + cos ky), opens at the Fermi level EF . Here kx and ky are the k−vectors

inside the Brillouin zone. From this equation, one can see that a node (point at which

the gap changes sign) occurs along (kx, ky = ±kx) and that the maximum gap is along

(±kx, 0) and (0,±ky). From this the so-called nodal and antinodal directions are defined,

which correspond to Cu–Cu and Cu–O–Cu bond directions respectively.

For temperatures T > Tc and outside the Mott insulating state [see Fig. 5.2(a)], the

system is metallic [123], with only one band (with strong dx2−y2 character [124]) crossing

the Fermi level. Nevertheless, underdoped La2−xSrxCuO4 (as much as other hole-doped

cuprates [117]), present a partial gap at the antinodal direction [125]. The so-called

“pseudogap” is present up to a, strongly doping dependent, temperature T ∗ [126]. In

fact, at the overdoped side of the superconducting dome the pseudogap vanishes at a

critical doping x∗. At T > T ∗, the resistivity is linearly temperature dependent and the

system is called “strange metal”. Once the pseudogap sets in below T ∗, the resistivity

shows an upturn (as in LSCO [127]) or a downturn (as in YBCO [128]) and a “bad

metallic” behavior appears. The origin of this phenomena, and how/if it is related to

the superconductivity, is still under debate [129]. Additionally the Fermi surface itself

has a doping dependence as shown in Fig. 5.3. On the strongly underdoped side it is

hole-like, closing around the high-symmetry M point [(π, π)], with a cylindrical shape.

With increasing doping it evolves and becomes diamond shaped on the overdoped side,

closing around the Γ point [(0, 0)] and having an electron-like character.

To quantify this evolution, a common method is to fit the Fermi surface using a single-

band tight binding model. Thus, by fitting the data, it is possible to extract the hopping

integrals t, t′ and t′′. In fact one can derive the following: εk = ε0−2t (cos kxa+ cos kya)−
4t′ cos kxa cos kya− 2t′′ (cos 2kxa+ cos 2kya). Here ε0 is the chemical potential. To sim-

plify the fit it is common to assume −t′′/t′ = 1/2. Yoshida et al. adopted this model

using t = 0.25 eV [36] as a fixed parameter, thus extracting −t′/t and ε0/t from the fit.
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The result is that −t′/t is 0.2 for x = 0.03 and decreases towards 0.12 for x = 0.3 (see

Fig. 5.3). For La2−xSrxCuO4 with x = 0.12 it thus results that −t′/t ∼= 0.15.

Considering just the dx2−y2 band, it was shown that the d3r2−z2 band (dz2 for simplicity)

can have a non negligible contribution to the in-plane hopping terms [121, 124, 130,

131]. This two-band model has a relevant effect on the hopping integrals for the more

orthorhombic compound, which can be quantified by tr = (t′ + t′′) /t. Indeed, it is found

that for LSCO tr = 0.14 and 0.35, using single- and two-band models respectively. On

the other hand, this quantity varies little for the most tetragonal single-layer cuprate

Hg1201, going from 0.37 to 0.41. This can be explained by considering ∆E = Ex2−y2 −
Ez2 , which was calculated to be 0.91 and 2.19 eV for LSCO and Hg1201 respectively.

As a consequence a small hybridization between the dx2−y2 and dz2 bands does not have

a strong impact on tr for Hg1201 system. Notably, adopting the two-band model, the

difference in tr reduces considerably for the two compounds and it is roughly 0.4.

Another important overview comes from band-structure calculations. In fact it is ob-

served that, in order to reproduce the experimental evidence, a single-band model is

not enough, even if just the low-energy part of the spectrum is considered [1]. For this

reason a three-band model was adopted, in which also the px and py oxygen orbitals

were taken into account [132]. In this calculations the undoped La2CuO4 compound

was correctly identified as a charge-transfer Mott insulator. It results thus evident that

a single-band model is not a correct approximation to describe the single-layer cuprate

physics.

As already anticipated, one of the most debated questions is about the pairing supercon-

ducting mechanism. Due to the vicinity of the superconducting dome to the Mott state,

antiferromagnetic pairing mechanism was proposed. Within this theory antiferromag-

netic spin fluctuations are responsible for the formation of Cooper pairs [133]. However,

a controversy arises due to the fact that in a Fermi liquid only ferromagnetic exchange

interactions are possible [134]. To this end, spin excitations were studied both by means

of neutron scattering [33] and more recently with RIXS [77].

Neutron scattering studies are concentrated near the antiferromagnetic Brillouin zone

center (π, π). Here it was found that while the excitations in La2CuO4 can be described

by the spin-wave theory, for the doped samples a crossing between the magnon dispersion

occurs, forming the so called “hour-glass” [66]. This transition of the shape of the

excitations is smooth as a function of doping. Indeed, a decrease of Ec (the energy

at which the crossing occurs) is observed with decreasing the doping of the system.

Another interesting aspect is that the high-energy part is commensurate, converging

towards (π, π) high-symmetry point. Contrary, the low-energy part is incommensurate,

converging towards the static stripe-order reflections [44]. These type of excitations are
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Figure 5.4: The so-called hour-glass dispersion, measured with neutron scattering
near the antiferromagnetic Brillouin-zone center, is shown in (a), for compounds as
indicated. Adapted from Ref. [135]. In (b), antinodal spin-excitation dispersion, mea-
sured along the antinodal direction with RIXS, are show for compounds as indicated.

Adapted from Ref. [77].

found in several cuprate system [135] as can be seen in Fig. 5.4(a) but not for all of them a

stripe order was observed. Furthermore, the low-energy excitations (see Fig. 1.4) exhibit

a gap once the superconducting state is formed [35]. Roughly linear relation between

the size of the gap and the optimal-doping Tc is found if considering LSCO, YBCO and

BSCCO [33]. It is thus natural to ask whether these excitations are relevant for the

cuprate problem.

Besides the low-energy part, also the high-energy spin excitations received a considerable

attention. For La2CuO4, where an electronic gap of about 2 eV is present, only spin

excitations are present in the relevant part of the spectra. Thus a spin-only Hamiltonian

can be drawn and the resulting spin-wave model can be used to fit the dispersion of the

magnons [82–84]. For La2−xSrxCuO4, instead, a maximum gap of about 50 meV is

present in the superconducting state [38]. Thus, the spin excitations are damped due to

mobile carriers. These paramagnons were studied in several cuprate systems, along the

antinodal direction, by means of RIXS [77]. However, no relevant evolution has been

observed [Fig. 5.4(b)] despite a big variation of superconducting transition temperatures.

In the following sections we will address a RIXS study of the (high-energy) spin ex-

citations in La2−xSrxCuO4 with x = 0.12 and draw the conclusions relevant to this

system.
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Figure 5.5: Color maps in false color of intensity of RIXS spectra for different mo-
mentum along the antinodal (a), azimuthal (b) and nodal (c) directions, for incident
linear horizontal (LH) light polarization, are presented. Similar data but with linear
vertical (LV) light are shown in (d), (e) and (f) respectively. Scattering geometry, as

much as the path inside the Brillouin zone, is presented in (g) and (h).

5.2 Results: Paramagnons in La2−xSrxCuO4

We have studied, by means of RIXS, the paramagnon excitations in La2−xSrxCuO4 with

x = 0.12 (Tc = 27 K) for a large set of momentum transfer. This work was performed

at ADRESS beamline at Swiss Light Source (SLS) in Switzerland. The scattering angle

was kept fixed at 130° and both linear horizontal (LH) and linear vertical (LV) incident

light were used in a grazing out geometry, as schematically represented in Fig. 5.5(g,h).

With this geometry, single-spin-flip magnetic excitations are observed only for incident

LH light polarization [77]. Consequently, no outgoing light polarization analysis was

performed. Note that LH and LV correspond to π and σ polarizations, with respect to

the scattering plane [gray section in Fig. 5.5(g)]. The initial alignment of the sample

was done ex situ using a Laue diffractometer. Sample cleaving was done, using the

standard top-post prosedure, in order to obtain a clean flat surface. Sample cleaving

and measurements were performed at the Ultra High Vacuum (UHV) conditions at

pressures better than 10−8 mbar. Incident light energy was tuned to the Cu L3 edge

(933 eV) and a resulting 132 meV energy resolution was obtained at the detector stage.

Momentum transfer resolution was about 0.01 Å−1. The experiment was performed

at a base temperature of 20 K inside the low temperature orthorhombic (LTO) phase

of the sample. Nevertheless, a tetragonal notation is adopted, with a ≈ b ≈ 3.78 Å

(c ≈ 13.2 Å). In-plane momentum transfer Q = (h, k) is represented in reciprocal lattice

units (r.l.u.) 2π/a. The out-of-plane l component is neglected being La2−xSrxCuO4 a

quasi-two-dimensional system.
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In Fig. 5.5 color-map plots, of the the intensity of the acquired data, are presented along

three different directions [shown schematically in (g)]. With the CARVING manipulator,

available at the RIXS endstation, it was possible to change in situ the orientation of

the sample, with respect to the incident beam. Thus, we could continuously scan the

sample between the antinodal [Fig. 5.5(a,d)], nodal [(c,f)] and azimuthal [(b,e)] directions

connecting the former two. Additionally, since the sample presents a CDW [136, 137],

a careful alignment of the sample was possible using this reflection. In fact, along

the antinodal direction, a strong elastic signal (ω = 0) is observed [besides the one

at specular condition at Q = (0, 0)], as can be seen in Fig. 5.5(a,d). The resulting

incommensurability QCDW = (δ1, δ2) is found to be δ1 = 0.24(6) and δ2
∼= ±0.01, which

is consistent with the literature.

The inelastic part of the spectrum (for LH light) presents a strong dispersion of the

paramagnons along the antinodal and azimuthal directions [Fig. 5.5(a-b)], whereas along

the nodal [(c)], these excitations are strongly damped and nearly non dispersive. For

LV light, instead, no clear evidence of dispersion is observed [(d-f)]. In Fig. 5.6 raw

data, with the fit, are presented along the antinodal (a-d), azimuthal (e-h) and nodal

(i-l) directions. To fit the data a Gaussian and quadratic functionalities were used for

the elastic line (σ = 56 meV) and dd−excitation background respectively. For the

paramagnon excitation an antisymmetric Lorentzian function [77–79] was adopted (see

Eq. 2.5). The resulting pole of the excitation is marked by the pink thick bar in Fig. 5.6

and presented along the three directions, as a function of momentum transfer Q, in

Fig. 5.7(c-e). While the antinodal dispersion is about 300 meV, consistent with other

cuprates [77], the nodal dispersion is softened of about 150 meV with respect to the

latter. This effect, which is clearly evident in the raw data [Fig. 5.7(a,b)], has already

been reported for overdoped LSCO [78] and Bi-based [138, 139] systems. Nevertheless,

thanks to the azimuthal scan [Fig. 5.7(d)], the exact evolution of this softening is reported

for the first time. The relevance of this result comes from a direct comparison with the

magnon dispersion observed in La2CuO4 [82, 83]. In fact, La2CuO4 presents a less

pronounced (≈ 50 meV) zone-boundary dispersion EZB = ω(1/2, 0) − ω(1/4, 1/4). The

three-dimensional topology of this effect is shown in Fig. 5.7(f,g), which is obtained with

a Hubbard t − t′ − t′′ − U model at strong coupling [84, 85]. An analytical solution,

of the form ω = Z
√
A2 −B2, can be obtained for this model. Here, Z being the

quantum-fluctuation renormalization factor, is kept constant (neglecting the momentum

dependence) and equal to 1.219 [84]. A and B terms are functions of t, t′, t′′ and U , for

fixed momentum Q. For simplicity, we also adopt −t′′/t′ = 1/2 [36]. In addition, in order

to compare directly the results for the two compounds, a fixed value for t was kept and

equal to 0.43 eV, as obtained from experiments [140, 141] and LDA calculations [142].

Besides La2CuO4 and La2−xSrxCuO4 with x = 0.12, a fit to the magnetic-excitation
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along the antinodal (a-d), azimuthal (e-h) and nodal (i-l) directions, for (parallel) mo-
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see the main text). The position of each spectra within the Brillouin zone is indicated
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(red open circles) along the antinodal (c) and nodal (e) directions, alongside the az-
imuthal (d) connecting the first two as shown in the inset. Green open circles are from
La2−xSrxCuO4 with x = 0.145 and are used to replace the x = 0.12 data near the charge
order momenta (see text for further explanation). La2CuO4 data are also presented, as
extracted from an inelastic neutron scattering study [83] (open blue squares) and from
a RIXS study [80] (filled blue circles). Solid line through the data in (c-e) are fits using
a Hubbard model (see text fro further details) and are presented three-dimensionally,
with the Brillouin zone, both for La2CuO4 (f) and La2−xSrxCuO4 with x = 0.12 (g).

dispersion was performed also on Bi2Sr0.99La1.1CuO4+δ (Bi2201) [143] (EZB ≈ 75 meV).

The quality of the fit can be appreciated in Figs. 5.7(c-e) and 5.8, while the obtained

parameters are listed in Tab. 5.1. It is important to notice that the present model is

derived for half filling and thus it is optimal to describe La2CuO4 magnon dispersion.

On the other hand, this model is not strictly applicable to La2−xSrxCuO4 and Bi2201

since they are doped away from half filling conditions. Nevertheless, we adopt this model

because: (i) there is no analytical solution for doped systems; and (ii) it is still a good

parametrization tool which can be used to compare different systems.

Table 5.1: Results of the fit to the magnetic-excitation dispersion of LCO [82, 83],
LSCO x = 0.12 (this work) and Bi2201 [143]. For comparison, the results from the
fit for LCO dispersion, are shown as reported from previous studies. b indicates the

results using the procedure described in the main text.

La2−xSrxCuO4 U [eV] U/t t′/t t′′/t Z Ref.

x = 0 2.2 7.4 0 0 1.18 [82, 83]
x = 0 3.6 8.3 -0.313 0.167 1.219 [84]
x = 0 3.9 9.1 -0.308 0.154 1.219 b

x = 0.12 2.9 6.8 -0.405 0.202 1.219 b

Bi2201

x = 0 3.4 8.0 -0.352 0.176 1.219 b
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Figure 5.8: Spin excitations of Bi2Sr0.99La1.1CuO4+δ along the Brillouin zone as
indicated. Solid line is the fit to the data using the Hubbard model. Data extracted

from Ref. [143].

5.3 Discussion & Conclusions

The main experimental observation is that the zone-boundary dispersion EZB is consid-

erable for La2−xSrxCuO4 with x = 0.12. In order to understand what is the important

parameters for such an effect we can analyze in more detail the Hubbard model adopted

in the present study. To this end, it was shown [82, 83] that for LCO a model with only

t and U was enough to describe the experimental data, if the cyclic hopping terms were

taken into account. For such a model the zone-boundary dispersion takes the following

expression: EZB = 12ZJ2, with J2 = 4 t4

U3 (see Chapter 3). Thus considering t = 0.43 eV

and U/t = 8, it is straightforward to see that EZB ≈ 50 meV. Although, with lower

values of U/t it is possible to obtain the observed EZB in La2−xSrxCuO4 with x = 0.12,

it is not possible to obtain a good fit to the data allowing to reproduce simultaneously

both the azimuthal and nodal direction dispersions. Consequently, higher-order hopping

terms t′ and t′′ has to be included. Having an analytical expression [84, 85] for the spin

dispersion we can easily extract the EZB functionality, but since it has a complicated

expression, we consider the approximated solution expressed in Eq. 3.12. The quality of

this approximation, with respect to the exact solution, can be appreciated in Fig. 3.2 in

Chapter 3. The main observation for the Eq. 3.12 is that the additional term for EZB

depends quadratically on the ratio t′/t, thus allowing bigger zone-boundary dispersion
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Figure 5.9: Zone-boundary dispersion, normalized to 12ZJ2 (see text for further
details), vs. the respective approximated analytical value. Data points are obtained
using the experimental EZB and fit results for U/t and −t′/t (while having t = 0.43 eV,
Z = 0.219 and −t′′/t′ = 0.5). Solid black line is the approximated solution for U/t = 8.
Data for La2CuO4 and Bi2Sr0.99La1.1CuO4+δ are extracted from Refs. [83] and [143]

respectively.

for higher ratios of U/t. In fact, considering t = 0.43 eV, U/t = 8 and −t′/t = 0.4, a

zone-boundary dispersion of about 80 meV is obtained.

This simple analysis brings us to the conclusion that t′ (and consequently t′′) is an

important parameter for the doped systems. Indeed, a good fit to the data can be

obtained for both La2−xSrxCuO4 with x = 0.12 and Bi2Sr0.99La1.1CuO4+δ [Figs. 5.7(c-

e) & 5.8]. This can be also appreciated in Fig. 5.9 where the experimental and fit EZB

results are compared using the approximated solution.

The importance of the t′ hopping term is further evidenced from the numerical value

obtained from our fit. We quantify this parameter by the, physically meaningful, ratio

−t′/t, for which a value of ∼ 0.41 was obtained for La2−xSrxCuO4 with x = 0.12

(Tab. 5.1). This can be directly compared with the Fermi surface analysis from ARPES

data. Using a single-band tight binding model, for the same compound and similar

doping, a value of −t′/t ∼= 0.15 is obtained [36]. In addition, we observe an increase of

−t′/t as a function of doping, since for La2CuO4 a value of about 0.31 is found. On

the contrary, the ARPES study evidences a decrease of this parameter with increasing
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Figure 5.10: RIXS spectra in the energy range of dd excitations for La2CuO4 [143] (a)
and La2−xSrxCuO4 with x = 0.12 (b). Shaded areas under the data are guides to the
eye only, while the vertical dashed lines indicate the onset of these charge excitations.

doping, having −t′/t = 0.20 for x = 0.03 (see Fig. 5.3). To solve this discrepancy we

invoke a two-orbital model, in which besides the dx2−y2 also the dz2 orbital is taken into

account [130, 131].

In this model, a contribution to the Fermi surface topology is coming from the dz2 Cu

orbital. The stronger the hybridization between the dx2−y2 and dz2 orbitals is, the more

this effect will impact the Fermi surface. This can be quantified by the energy difference

∆E between the corresponding bands. Indeed, for Hg1201, the dz2 band is well below the

Fermi level, contributing marginally to the Fermi surface [130, 131]. This is evidenced by

the fact that tr is varying little if adopting a single- and two-orbital models. The same

calculation for La2CuO4 system evidences a strong contribution from the dz2 orbital

and consequently the tr parameter varies considerably. This has also been linked to the

large difference between the superconducting Tc for the optimally doped systems. It is

concluded that the avoidance of the hybridization between the dx2−y2 and dz2 bands is

favorable for the superconductivity. This mechanism is called orbital distillation [144].

To confirm that the dz2 band is relevant in our system, we have to consider the dd

excitations from RIXS spectra. In Fig. 5.10 La2CuO4 [143] and La2−xSrxCuO4 with x =

0.12 spectra are compared. We observe that the two system are considerably different:

two distinct peaks are present for La2CuO4, while a broad excitation is characterizing
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Figure 5.11: Density functional theory calculations for the band dispersion (a)
through high-symmetry directions [see inset in (c)] and density of states (DOS) for
Cu 3d orbitals (b) is presented for La2−xSrxCuO4 x = 0.225. In (c) is shown the dop-
ing dependence of the dz2 band at the M point. A rigid shift of the bands is adopted
to account for the change in doping. A tetragonal crystal structure is considered [120]

for the calculations.

La2−xSrxCuO4 with x = 0.12 system. Unfortunately, due to the intrinsic broadening

of these excitations, it is not possible to distinguish clearly each of the four (dxz/yz,

dxy and dz2) contributions to the spectra. A RIXS cross-section study for La2CuO4

concluded that the dz2 level lies in the low energy-loss part [76]. It is thus, reasonable

to quantify the splitting between the dx2−y2 (corresponding to zero energy loss) and dz2

bands, by considering the onset of the dd excitations (vertical dashed lines in Fig. 5.10).

Being, the onset of the dd excitations, closer to the zero energy loss for La2−xSrxCuO4

with x = 0.12, a stronger hybridization is present in the system. This is confirmed by

DFT calculations on the overdoped La2−xSrxCuO4 (see Fig. 5.11). The vicinity of the

dz2 band is visible in (a) across the whole Brillouin zone, which is also evidenced by

the (momentum integrated) density of states in (b). This supports the assumption to

consider the onset of the dd excitations to quantify this effect. Furthermore, a doping-

dependent evolution of the dz2 band, as extracted from DFT calculations at the M

point, is consistent with the experimental observation [Fig. 5.11(c)].

Recently, an ARPES study [124] directly observed the hybridization between the dx2−y2

and dz2 bands in La2−xSrxCuO4 x = 0.23. Using a two-orbital tight-binding model a

value for tr is found to be 0.32. This suggests that tr ∼ 0.4 is a universal value for

single-layer cuprates but masked by the vicinity of the van Hove singularity close to the

Fermi surface [130]. The latter results from the repulsion of the dx2−y2 and dz2 bands.

We notice that this might be the main cause of disagreement between the single-band

tight-binding and Hubbard models.

To conclude, we have observed, by means of RIXS, a strong zone-boundary dispersion
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in La2−xSrxCuO4 with x = 0.12. Compared to La2CuO4, this effect is consistent with

an enhanced −t′/t ratio due to a stronger hybridization of the dx2−y2 and dz2 bands.

The relevance of dz2 band for the cuprates is thus confirmed.





Chapter 6

Magnetic & Charge Excitations

in La2CuO4 Thin Films

Cuprate superconductivity arises once the system is doped away from the insulating Mott

state. The latter is characterized by a static antiferromagnetic order with spins aligning

predominantly in-plane inside the CuO2 planes. For La2CuO4, this order persists up to

a Néel TN = 325 K [145]. While this static order is rapidly suppressed with doping, a

spin density wave (or stripe order) is present up to approximately optimal doping for

superconductivity. For these reasons spin fluctuation theory was proposed as the pairing

mechanism for superconducting Cooper pairs [1]. Being the SC dome very close to

the antiferromagnetic insulating state, antiferromagnetic spin fluctuations are proposed.

This picture is supported by an analog of the isotope effect for the phonon-mediated

superconductors. In Fig. 6.1(a) both the TN and Tc as a function of doping y are

presented for several values of x in (CaxLa1−x) (Ba1.75−xLa0.25+x) Cu3Oy system [146].

Each curve is normalized to the optimal-doping superconducting transition temperature

T optc , while TN was corrected accordingly due to the absence of a pure three-dimensional

antiferromagnetic order. Also a proper scaling of the doping axis is made to align the

optimal dopings for each system. Besides these details, the relevant information, that

comes from this analysis, is that an overlap of the AF and SC domes is obtained for

these systems. This evidences a strong intertwining between antiferromagnetic Mott

insulator and superconductivity.

The antiferromagnetic spin-fluctuation theory was applied also to other compounds,

like for example the heavy fermion superconductors [1]. A Moriya-Ueda like plot can be

drawn for several compounds, where the superconducting transition temperature Tc is

related to the characteristic spin-fluctuation temperature T0 [147]. Fig. 6.1(b) presents

this relation, where linear correlation is evidenced. This is a further supporting clue to

53
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(a) (b)

Figure 6.1: (a) Scaled antiferromagnetic and superconducting domes for
(CaxLa1−x ) (Ba1.75−xLa0.25+x )Cu3Oy system. For more details see Ref. [146] from
which the figure was adapted. (b) Moriya-Ueda like plot of superconducting transi-
tion temperature Tc vs. the characteristic temperature of spin fluctuations T0, for
compounds as indicated. Solid line is a guide to the eye. Figure adapted from the

supplementary information of Ref. [147].

the antiferromagnetic spin-fluctuation mechanism. Furthermore it takes a more generic

significance since different type of systems obey this relationship.

While on one side, spin excitations are studied both theoretically and experimentally,

on the other, ways to enhance or suppress the superconducting transition temperature

are tested. This is of great interest, since it allows to vary the intertwinning between

different phases in these materials and thus to obtain new insights into the physics of

these phenomena. Modification of structural lattice parameters, for example, has a

direct impact on the superconducting phase. Application of hydrostatic pressure on

HgBa2CuO4+δ system [Fig. 6.2(a)], has been observed favorable to enhance Tc by about

20 K at 10 GPa [27]. Interestingly both underdoped and optimally doped systems

reach the same Tmax
c at high enough pressures. Anisotropic kind of pressure, realized

in strained thin films, has also important implications. Depending on the substrate, an

enhancement or suppression of Tc can be obtained, as compared to the bulk system.

In Fig. 6.2(b) this effect is presented for La2−xSrxCuO4 system [28]. Namely, thin

films grown on LaSrAlO4 substrate result in an overall higher Tc. An opposite effect

is obtained for thin films on SrTiO3 substrate. While, this phenomena was linked to

the out-of-plane lattice parameter, a microscopic explanation has not been proposed. In

addition, one should not forget that also the in-plane lattice parameter is changed (with

respect to the bulk crystal), and this, within the AF pairing mechanism, has a direct

influence on the Heisenberg exchange interaction.

Driven by the relevance of dz2 orbital in the La2−xSrxCuO4 system (Chapter 5) and by

the relevance of the AF phase in cuprate system, we conducted a RIXS study of the

magnetic and charge excitations of thin films of La2CuO4.
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(a) (b)

Figure 6.2: Superconducting transition temperature Tc as a function of hydrostatic
applied pressure, for HgBa2CuO4+δ system, is shown in (a). Adapted from Ref. [27].
In (b) is shown Tc as a function of doping x for thin films of La2−xSrxCuO4 (upper
panel). A suppression of the superconducting dome is obtained with STO substrate
(filled circles), while an enhancement is visible if the thin films are grown on LSAO
substrate (open marks). Dotted line is the Tc for bulk materials. The related c-axis

parameters are shown in the lower panel. Adapted from Ref. [28].

6.1 RIXS Study of La2CuO4 Thin Films

Thin films of La2CuO4 have been grown by molecular beam epitaxy (MBE) technique on

four different substrates: LaSrAlO4 (LSAO), NdGaO3 (NGO), (LaAlO3)0.3(Sr2TaAlO6)0.7

(LSAT) and SrTiO3 (STO). The growth was performed on cubic (001)c surfaces of LSAO

(a = 3.756 Å), LSAT (a = 3.868 Å) and STO (a = 3.905 Å), and on the pseudo-cubic,

resulting from the orthorhombicity, (001)pc surface of NGO (a = 3.864 Å). The LCO/

LSAO sample is presented in Fig. 6.3(a). We consider the in-plane lattice parameters

af of the films to be equal to the respective as of the substrates. Although, by means

of x-ray diffraction technique, signs of structural relaxation has been observed for NGO

and LSAT thin films.

We define strain as ε = (a− a0) /a0, where a is the in-plane lattice parameter of the

thin film and a0 = 3.803 Å the respective bulk value. In-plane compressive (LSAO) and

tensile (NGO, LSAT and STO) strains thus result, with ε of −1.25, 1.59, 1.70 and 2.67 %

respectively. Due to the Poisson effect, also the out-of-plane lattice parameter c of the

films is changed, since the system tries to maintain the same volume as for bulk crystal.

This is confirmed by x-ray diffraction and the results are presented in Fig. 6.3(c). As

expected for LSAO the 2θ angle of the thin-film peak is lower that for the other samples.

Consequently, due to the Bragg law, the c lattice parameter is higher. Additionally, from

these measurements, it is possible to extract the thickness of the thin films counting the

number of replicas of this reflection. The results are shown in Tab. 6.1 along with the in-

and out-of-plane strain values. Note that the bulk La2CuO4 is orthorhombic [120] but
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Figure 6.3: (a) and (b) present the photo and x-ray Laue pattern of LCO/LSAO
sample (∼ 5 × 5 mm2). The bond directions of the sample are also indicated. (c) 2θ
scans along the c axis for samples as indicated. The c lattice parameter for each sample
is extracted from the broad peak at about 27°−28° region while the thickness from
the number of fringes. The sharp peak at 23° and 28° is coming from the underlying
substrates. An incident energy of 1.5406 Å was used. Each spectra is shifted vertically

for a better visualization and the intensity is presented in logarithmic scale.

since the thin films are bound to the substrates, it is reasonable to assume a tetragonal

structure even at low temperatures.

The experiment was conducted at ADRESS beamline at the SLS [see Fig. 2.3(a)]. At

Cu L3 edge an energy resolution of 136 meV (FWHM) was obtained as extracted from

the elastic line of the spectra. A scattering angle of 130 ° was used. Measurements were

performed at the base temperature of 20 K at UHV conditions (better than 10−9 mbar).

Both linear vertical (σ) and horizontal (π) incident light polarizations were used. Sam-

ples were pre-aligned using a commercial Laue diffractometer (see Chapter 2). A Laue

Table 6.1: Thickness and lattice parameters of the thin films are shown. Also the
corresponding bulk values are indicated [120]. From this the in-plane ε and out-of-plane
εc are calculated. All the parameters are measured at room temperature. The substrate

lattice parameters are taken from Refs. [28, 148].

Sample h [nm] a [Å] c [Å] ε [%] εc [%]

LCO/STO 7−8 3.905 12.891 2.67 -2.01
LCO/LSAT 7−8 3.868 12.981 1.70 -1.33
LCO/NGO 17−19 3.864 13.077 1.59 -0.60
LCO/LSAO 18−19 3.756 13.195 -1.25 0.30

Bulk LCO — 3.803 13.156 — —
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Figure 6.4: XAS spectra at Cu L3 (a) and RIXS dd excitations (b-c) for samples
(and momenta) as indicated. Solid (dashed) lines correspond to incident π (σ) light
polarization. The ”center of mass” for the dd excitations, extracted from the spectra in
(b) & (c), are presented in (d) as a function of in-plane strain ε. RIXS spectra along the
antinodal (e) and nodal (f) directions (for momenta as indicated), show the evolution of
magnetic excitations. Schematic representation of the scattering (grazing-in) geometry

is shown from the top (g) and side (f) views.

pattern, with the respective bond directions, is shown in Fig. 6.3(b), which results sim-

ilar as for La2−xSrxCuO4 with x = 0.12 (see Fig. 2.1). Reciprocal lattice units (2π/a)

are adopted to indicate the (parallel) momentum transfer q = q// = (h, k). Scattering

geometry is schematically represented in Fig. 6.4(g,h).

Raw XAS and RIXS data on our four thin film systems are presented in Fig. 6.4. The first

observation is that, going from tensile to compressive in-plane strain, the resonance of

the Cu L3 edge is shifting to higher energies [Fig. 6.4(a)]. Since this signal is proportional

to the splitting between lower and upper Hubbard bands (LHB and UHB respectively),

a strain induced variation of the on-site Coulomb interaction U is evidenced. Choosing

the incident photon energy in accordance to the resonance for each sample, RIXS spectra

have been acquired along three high-symmetry directions: antinodal (Cu–O–Cu), nodal

(Cu–Cu) and azimuthal [see inset of Fig. 6.5(c)]. Each spectra has been normalized to
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Figure 6.5: A selection of raw spectra (with the respective fits) is presented along
the antinodal (a) and nodal (b) direction for LCO/STO sample. Red spectra indicate
the closest to the antiferromagnetic zone boundary border [same as in Fig. 6.4(e) &
(f) respectively]. The fit-extracted pole of the excitation is plotted in (c) with respect
to the momenta transfer (see inset) and compared to the result from the LCO/LSAO
sample. In (c) Q1 equals to 0.4611 LCO/STO and to 0.4437 for LCO/LSAO, as a result

of different resonances and in-plane lattice constants.

the integrated (over energy loss) spectral weight of the dd excitations. Similar to the

XAS, also the dd excitations present a similar shift, both along the antinodal [Fig. 6.5(b)]

and nodal [panel (c)] directions. This is further evidenced by the center of mass of these

features, as represented in Fig. 6.5(d). In addition, another strain effect can be inferred

from the shape of the dd excitations. In fact they are broad for LCO/STO and evidence

clearly two peaks for the other samples. This resembles the bulk La2−xSrxCuO4 and

La2CuO4 signals respectively (see Fig. 5.10). Since these excitations are a measure of

the splitting of the dx2−y2 and dz2 , dxy and dxz/yz bands, a pressure induced variation

of crystal-field environment is observed. If, again, we consider the onset of the dd

excitations to be representative of the splitting between the dx2−y2 and dz2 bands, we

observe the predicted evolution. The higher the c lattice parameter (cLCO/LSAO >

cLCO/STO) the higher the splitting, and a lower hybridization between the two bands is

thus expected.

The imposed strain also has an evident effect on the magnetic excitations along the

antinodal and nodal directions [Fig. 6.4(e) and (f) respectively]. Indeed, while LCO/STO

presents a dispersion of about 300 meV near the (1/2, 0) high-symmetry point, the respec-

tive excitation is hardened of about 60 meV for the in-plane compressive LCO/LSAO

sample. This directly evidences a strain evolution of the exchange interaction in this
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Table 6.2: Parameters obtained from the fit to the data (exp) and from DFT and
cRPA calculations as indicated. Fits are obtained using a Hubbard model for strong
coupling, with Z = 1.219, −t′′/t′ = 1/2 and U/t = 9 as fixed parameters. For com-
pleteness a hypothetical La2CuO4 sample, with a = 3.842 Åand c = 13.105 Å, is also

considered for the theoretical calculations.

Sample t(exp) [meV] − t′

t (exp)
t(DFT) [meV] − t′

t (DFT)
− t′′

t′ (DFT)
U(cRPA) [eV]

LCO/STO 460.5 0.389 369.6 0.0908 -0.044 1.92
LCO/LSAT 488.9 0.387 395.0 0.0907 0.165 2.05
LCO/NGO 483.6 0.388 416.1 0.0910 0.335 2.20
LCO/LSAO 613.2 0.422 473.7 0.0917 0.640 2.60

Bulk LCO — — 443.7 0.0915 0.510 2.40
Hypo. LCO — — 417.9 0.0917 0.361 2.25

system, since E(1/2,0) ∝ J1. Furthermore a smaller hardening is observed along the nodal

direction, and thus a zone-boundary dispersion EZB is also dependent on the imposed

strain.

To quantify this effect on the magnon dispersion, we fit the data using a similar method

as for La2−xSrxCuO4 with x = 0.12 in Chapter 5. More precisely a Gaussian is adopted

for the elastic line. The standard deviation σ is used as a fit parameter to account for the

presence of the phonon at about 50 meV [80]. A second-order polynomial functionality

is used to mimic the dd-excitation background. Antisymmetric Lorentzian [77–79] (see

Eq. 2.5) is used both for the magnon and small multimagnon [80] signals. Since this

is an undoped system, the resulting magnons are resolution limited and thus the pole

of the excitation corresponds approximately to the peak maximum. The quality of

the fit can be appreciated in Fig. 6.5 for LCO/STO along the antinodal (a) and nodal

(b) high-symmetry directions. In Fig. 6.6, similar data are shown for LCO/LSAO (a,b),

LCO/NGO (d,e) and LCO/LSAT (g,h). The extracted magnon dispersion for LCO/STO

and LSCO/LSAO, through the Brillouin zone (see inset), is shown in Fig. 6.5(c) [and in

Fig. 6.6(c,f,i) for the other systems]. The difference in E(1/2,0) between the two system

is evident, as much as the bigger EZB for the LCO/LSAO.

The evolution of the magnon dispersion on these samples was characterized by means

of Hubbard model at strong coupling, as it was done for La2−xSrxCuO4 with x = 0.12.

To compare directly the available samples we fix the ratio U/t = 9. This value is chosen

in order to be within the band-width controlled region (U/t > 8) and below the, Monte

Carlo extracted [149], limit for a persistent (in temperature) Mott insulator (U/t = 11).

Again, Z = 1.219 and we assume −t′′/t′ = 1/2 for simplicity. Thus fitting the dispersion

relation for all the compounds [see solid line through the data Fig. 6.5(c) and Fig. 6.6(c,

f & i)], the evolution of the first- end second-neighbor hopping integrals is obtained as

a function of strain. These results are shown in Fig. 6.7 and Tab. 6.2, and compared
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Figure 6.6: A selection of raw antinodal- and nodal-direction spectra and the respec-
tive dispersion of the magnetic excitations for LCO/LSAO (a-c), LCO/NGO (d-f) and
LCO/LSAT (g-i) samples. For more detail see the caption of Fig. 6.5 and the main

text.
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Figure 6.7: Experimental and theoretical parameters for La2CuO4 thin films. In
(a) the experimentally extracted resonance of the Cu L3 edge (left) is compared to
the cRPA calculation for U (right). In (b) the experimental and DFT results for t
are shown as a function of in-plane strain ε. With the respective (experimental and
theoretical) values for t and U , the effective exchange interaction Jeff (see main text)
is computed and presented as a function of strain. The value of the zone-boundary
dispersion EZB is presented in the right inset as a function of strain for both experiment
and theory. Left inset represents superconducting Tc for optimally doped thin films
(50 nm) of La2−xSrxCuO4 as a function of out-of-plane lattice parameter. Note that
the theoretical value corresponding to ε ∼ 0.01 (gray triangular mark) is an artificial

sample as described in the main text.

with the theoretical calculations using density functional (DFT) and constrained random

phase approximation (cRPA) theories. While the experimental and theoretical results

differ numerically, the evolution, with respect to the strain, is in good agreement.

Before proceeding with the implications of these results, we should spend a few words on

Jeff and the theoretical calculations. We define Jeff = 4 t
2

U − 64 t4

U3 [84]. This is preferred

over J1 since E(1/2,0) ≈ 2Jeff in our case, while 2J1 greatly overestimates the experimental

evidence. Additionally, having the ratio of U/t fixed, it results that Jeff ∝ t.

To simplify the theoretical calculations, a tetragonal crystal symmetry was assumed.

This is justified, since it has bee shown that the rotation of the CuO6 octahedra, has a

negligible effect on the resulting t and U parameters [58]. The adopted lattice parame-

ters are shown in Tab. 6.1 and an additional hypothetical sample was considered with

a = b = 3.842 Å and c = 13.105 Å. The latter is extrapolated from the experimental

data available for our samples. For comparison also the values for a bulk crystal were
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Figure 6.8: Evolution of the oxygen p bands with only px and py character are
presented vs. in-plane strain, as extracted from DFT calculations.

calculated. Notice that, while the distance between the in-plane oxygen is set by a, the

distance with the apical oxygen dAO, as much as with the La atom dLa, is assumed to

be directly proportional to c. In other words, dAO/c and dLa/c is considered to be the

same as in the bulk compound and equal to 0.18(4) and 0.36(1) respectively [120].

6.2 Discussion & Conclusions

We have observed from the XAS spectra that the local Coulomb interaction U is in-

creasing upon in-plane compressive strain [Fig. 6.7(a)]. This was a conclusion from a

picture where the UHB and the LHB were the important characteristics of the system.

However, we remind that La2CuO4 is a charge-transfer Mott insulator [132]. This means

that instead of the Mott gap ∆M we should consider the charge-transfer gap ∆CT. In

Fig. 6.8 we show how the px and py bands, which are degenerate in the tetragonal sym-

metry, evolve with respect to the in-plane strain. For compressive strain, thus, oxygen

px/y bands shift to higher binding energies. We thus conclude that, in our case, it is

equivalent to consider ∆M instead of ∆CT, as they present similar evolution upon strain.

To understand what is the drive for an increased U , we performed a cRPA calculations.

In fact, Coulomb interaction can both increase or decrease as a function of pressure [150–

152], as a result of balance between the spatial extent of the orbitals and the effective

screening. Within the single band projection of the cRPA method, dx2−y2 band contains
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the relevant physics in La2CuO4 thin films. In our case, two effects conspire to increase

the local Coulomb interaction. On one side there is a lower hybridization between the

oxygen px/y and the dx2−y2 bands, in addition to a higher splitting between the eg

states [Fig. 6.4(d)]. This, in turn results in a reduced effective screening and thus and

enhancement of U . On the other hand, because of in-plane compressive strain, there is

a higher overlap between the dx2−y2 orbitals of neighboring Cu atoms. As a result, a

(counter-intuitive) increase of the Coulomb interaction occurs [150]. We should point

out, that the resulting theoretical value of U/t ≈ 5 [see Tab. 5.1] is below the band-width

controlled threshold (U/t = 8). It is, however, known that the correlation effects are

underestimated when using the static limit of the interaction [153].

Now, let us discuss the magnetic-excitation dispersion. We saw that an enhanced ef-

fective exchange interaction Jeff occurs for the compressive LCO/LSAO sample. As we

showed, this is directly related to the enhancement of t, resulting from a higher orbital

overlap between the neighboring atoms. Thus an intuitive explanation of a higher disper-

sion of the antinodal dispersion E(1/2,0) is obtained. On the other hand, we also observed

an enhanced zone-boundary dispersion EZB. In Chapter 5, we saw that a softening of

the nodal dispersion for La2−xSrxCuO4 with x = 0.12, with respect to the parent com-

pound, is caused by a higher hybridization of dx2−y2 and dz2 bands. Thus, we expect
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to have a smaller EZB for LCO/LSAO than for LCO/STO, as the eg splitting is bigger

for the former [see Fig. 6.4(b-d)]. To explain this effect, we should have a closer look at

the Hubbard-model fit results in Tab. 6.2. Besides an increased t for LCO/LSAO, we

also observe a slightly increased −t′/t. Again this is in apparent contradiction with the

results obtained from RIXS study on bulk La2−xSrxCuO4 with x = 0.12, but it might

be a consequence of assuming a constant ratio of U/t for our samples. Nevertheless,

the important result is that −t′/t ≈ 0.4. This supports the fact that this is a universal

characteristics for the cuprate system [124, 130, 131]. With this in mind, if we look at

the approximated solution for EZB (Eg. 3.12), it is evident that for a constant −t′/t
(and U/t) the relevant parameter is only the first-neighbor hopping integral t. The

fact that, in our case, effectively only one parameter is relevant is further supported

by the scaling relation illustrated in Fig. 6.9. Here the dispersion relation, for each

sample, is normalized to the experimentally obtained antinodal dispersion E(1/2,0). This

further supports the fact that, the effect of modified t has more relevance on the whole

magnetic-excitation dispersion than the change induced from the variation of −t′/t ratio.

To end this section, a projection on the optimally doped La2−xSrxCuO4 thin films

physics can be made from the results obtained for undoped La2CuO4. In Tab. 6.3 we

report the relevant structural parameters for the optimally doped thin films as a function

of superconducting transition temperature Tc. Although higher Tc has been linked to

larger c-axis parameter [28, 112] [see left inset of Fig. 6.7(c)], the physical origin of this

effect has remained elusive. In addition the thickness of these films has an important

relevance as they tend to relax to the bulk structure. Nevertheless, highest Tc has

been observed for thin films of La2−xSrxCuO4 grown on LSAO substrate [28, 112]. In

Table 6.3: In-plane a and out-of-plane c lattice parameters and superconducting tran-
sition temperature Tc for La2−xSrxCuO4 thin films grown on substrates as indicated.
Thickness h of the thin films is indicated as it has considerable influence on Tc. Bulk

La2−xSrxCuO4 parameters are also indicated for comparison.

Substrate h [nm] Doping [x] aS [Å] c [Å] a [Å] Tc [K] Ref.

STO 15 0.10 3.905 13.17 3.80 10 [154]
STO 50 0.15 3.905 ∼13.16 ∼3.870 ∼23.9 [28]
STO 50 ∼0.16 3.905 ∼13.18 — ∼23 [112]
STO 200 ∼0.16 3.905 ∼13.20 — ∼28 [112]
STO 200 0.15 3.905 13.18 3.837 27.4 [28]
NGO 50 0.15 3.842 ∼13.13 ∼3.797 ∼18.2 [28]
LSAO 15 0.10 3.754 13.31 3.76 49.1 [154]
LSAO 50 0.15 3.756 ∼13.26 ∼3.756 ∼40.7 [28]
LSAO 50 ∼0.15 3.756 13.29 — ∼38 [112]
LSAO 200 0.15 3.7564 13.29 3.762 43.8 [28]

Bulk LSCO — 0.10 — 13.21 3.778 27 [155]
Bulk LSCO — 0.15 — 13.23 3.777 36.5 [155]
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our case thin films of LCO/LSAO present higher eg splitting and exchange interaction

Jeff . If we project this knowledge to the doped systems, since a relation between the

antiferromagnetic and superconducting domes has been proposed [146], we can conclude

the following. The bigger eg splitting for LSAO system is consistent with the orbital

distillation effect, which has been proposed to be beneficial for superconductivity [130,

131]. On the other hand, higher eg splitting might, indirectly enhance Tc by changing

the screening of the local Coulomb interaction U . As for Jeff , a link with Tc is expected

for a large U/t limit [146, 156, 157]. This would be consistent with the antiferromagnetic

d−wave coupling for cuprates [1].

To conclude, we observed a direct link between the structural parameters an the local

Coulomb interaction U , the first-neighbor hopping integral t and the exchange interac-

tion Jeff for La2CuO4 thin films. We thus propose optimizing the Mott insulating state

as a principle to reach higher superconducting Tc upon optimally doping the system.





Chapter 7

Conclusions

In summary, charge order in Ir1−xPtxTe2 and magnetic excitations in La2−xSrxCuO4

systems were studied by hard x-ray diffraction and resonant inelastic x-ray scattering

respectively. For Pt doped IrTe2 superconductivity is suppressed going from x = 0.05 to

x = 0.04, where a strong long-range charge order is present down to 20 K. Additionally,

only (1/5, 0, 1/5) CO is found for x = 0.04, in contrast to the undoped sample where the

ground state is characterized by the (1/8, 0, 1/8) CO. For x = 0.05, no charge order is

found at ambient pressure, but it reemerges under application of 17.7 kbar and having

a δ = 1/5 modulation. Also in this case superconductivity is suppressed when CO sets

in. Notably, structural transition appears at lower pressures (where SC is still present)

evidencing the requisite of lower lattice symmetry for the formation of the charge order.

A careful examination of resistivity measurements and diffraction data, (both) upon

application of hydrostatic pressure, evidences a particular suppression of SC for the

x = 0.05 sample. Indeed, a progressive broadening of the SC transition is observed

while the onset temperature remains fairly constant. To account for this phenomena

we propose a model where superconductivity and charge order coexist. In fact, charge

order can be explained as a formation of Ir-Ir dimerization, which organizes in a layered

manner. It was observed that, dimer formation is followed by a local suppression of the

density of states near the Fermi level. This in turn is likely to suppress superconductivity.

We thus argue, that superconductivity is enclosed quasi-two dimensionally between the

charge order layers. This model find its description in Berezinskii – Kosterlitz – Thouless

transition, which has still to be confirmed (experimentally) for this system.

Magnetic excitation in La2−xSrxCuO4 with x = 0.12 has been studied along three dif-

ferent directions inside the Brillouin zone. A strong anisotropy is found between the

antinodal and nodal directions, which is tracked by the azimuthal scan connecting these

two directions. In order to quantify this experimental evidence, a fit to the data was

67
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performed using a Hubbard model for strong coupling. The resulting ratio between the

second- and first-neighbor hopping integrals resulted in −t′/t ≈ 0.4, which is in con-

trast with the ARPES derived value of 0.15. This discrepancy is explained by means of

two-band model, where the hybridization between the dx2−y2 and dz2 is considered. In

fact, this model and our experiments suggest a universal value of −t′/t ≈ 0.4 for single

layered cuprates. This is also supported by a recent ARPES study on La2−xSrxCuO4

with x = 0.23, where a two-orbital tight-binding model was used to fit the Fermi sur-

face [121, 124].

Driven by the relevance of the dz2 band for the magnetic excitations, thin MBE films

of La2CuO4 were grown on four different substrates. The resulting strain, going from

in-plane compressive to tensile, has a direct impact on the lattice parameters. RIXS

measurements reveled a strong evolution, as a function of strain, of the magnon disper-

sion both for the antinodal and nodal directions. From raw (XAS and RIXS) data and

from the fit to the dispersion, using the Hubbard model, an enhancement of Coulomb

interaction U , first-neighbor hopping term t and antiferromagnetic exchange interaction

Jeff is observed for the compressive sample. In addition the fit revealed an almost con-

stant ratio of −t′/t for all the samples and equal approximately to 0.4, confirming the

previously drawn conclusions. The relevance of this study has also an impact on the

superconductivity for optimally doped samples. In particular, since the tensile sample,

upon optimal doping, has also the highest Tc, a strong connection between the Mott

and superconducting states is proposed. Optimizing the the insulating phase of these

compounds is a promising strategy for improving the superconducting properties.



Appendix A

XRD Studies of Pr4Fe2As2Te0.88O4

Among Fe-arsenides a new compound Pr4Fe2As2Te0.88O4 (PFATO) has joined the fam-

ily [158, 159]. This system resembles (structurally) the 1111 phase since it has Fe-As

layer in between Pr-O layers [Fig. A.1(a)], but it has a considerably larger c axis pa-

rameter. At room temperature, it presents tetragonal I4/mmm crystal structure, with

a = b = 4.02 Å and c = 29.86 Å [159]. The angle α between As-Fe-As is 112.94(5)°

and the height hp of the pnictogen is 1.332(3) Å [158, 159]. This quantities has been

shown to be correlated with superconductivity (see Chapter 1), for which the optimal

parameters are α = 109.47° and hp = 1.38 Å. PFATO presents a ∼ 10 % of Te deficiency,

which could be the doping causing superconductivity below Tc ≈ 25.5 K. The second

critical magnetic field Hc2(0 K) ≈ 6.5 T is low if compared to other FeAs-based super-

conductors with similar Tc [158]. Due to these differences with other phases, PFATO has

been defined as 42214 phase [158, 159]. Here, XRD studies on the structural transition

of PFATO are presented. The results are discussed in comparison to resistivity and

ARPES studies [160].

High-quality single crystals of PFATO were synthesized by a high-flux crystal growth

technique [158]. The largest samples of about 50 × 50 × 10 µm3 were used for these

studies. XRD experiments were performed at P07 beamline in PETRA III, DESY

(Hamburg) using 100 keV incident photon energy. To ensure an optimal instrumental

resolution a high-resolution monochromator was adopted. The results are presented in

reciprocal lattice units (r.l.u.) 2π
a and 2π

b in tetragonal notation. From the width of a

Bragg peak (at high temperature) an overall resolution of ∼ 10−3 r.l.u. was obtained.

The sample was mounted on a cactus needle (to reduce the background from the copper

sample holder) in a way that a and b axes [Fig.A.1(a)] are in the scattering plane. This

allowed to scan through the instrumentally accessible (h, k, 0) Bragg reflections. A 10 T

cryomagnet was used in order to obtain a good temperature control.
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Figure A.1: (a) Unit cell of Pr4Fe2As2Te0.88O4 represented by the tetragonal I4/
mmm space group. (b-e) longitudinal 2θ (top panels) and transverse ω (bottom panels)
scans through the (2, 2, 0) and (4, 0, 0) Bragg reflections at room temperature (red) and
10 K (blue). (f) In-plane lattice domains for tetragonal I4/mmm (top), orthorhombic
Immm (middle) and Fmmm (bottom) with associated Bragg reflections. Orthorhom-
bic axes, for the Immm and Fmmm symmetries, are shown with respect to the high-

temperature I4/mmm phase (dashed lines).

The structural transition of PFATO was studied by means of the (2, 2, 0) and (4, 0, 0)

Bragg reflections [see Fig. A.1(b-e)]. In particular, longitudinal 2θ [Fig. A.1(b,d)] and

transverse ω [Fig. A.1(c,e)] scans were acquired for each of the peaks at several temper-

atures. These scans correspond approximately to [h, h, 0] ([h, 0, 0]) and [2 − h, 2 + h, 0]

([4, k, 0]) scan directions for the (2, 2, 0) [(4, 0, 0)] Bragg reflection. For a better compar-

ison between the (2, 2, 0) and (4, 0, 0) data, a projection on the h and k axes is made,

as shown in the insets of Fig. A.1(b-e). While at room temperature, a single peak is

present for both reflections, colling down to 30 K, a splitting in the 2θ and ω scans is

clearly evidenced [Fig. A.1(b-e)].

Generally, a splitting of a Bragg peak results from a crystal-symmetry breaking. If con-

sidering that only one symmetry operation is removed from the I4/mmm space group,

than the only two [161] possible orthorhombic subgroups are Immm and Fmmm. In

addition to the I4/mmm structure, these are schematically represented in Fig. A.1(f)

in both real and reciprocal spaces. As can be seen, we can distinguish between the

two subgroups because of a different arrangement of domains. Namely, four peaks are

expected along the orthorhombic (h, 0)o direction and three along the (h, h)o. Since the

orthorhombic axes for the Immm and Fmmm structures are rotated by 45°, in the ref-

erence of the high-temperature tetragonal I4/mmm structure, a unique identification of

the low-temperature structure is possible. Nevertheless, the experimental data evidence

a more complicated picture. In fact, a splitting of the (2, 2, 0) Bragg peak is observed
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Figure A.2: (a) Diffraction intensity displayed in false color scale along the transverse
direction through (1, 1, 0) Bragg reflection as a function of temperature. (b) Orthorhom-
bicity δ = a−b

a+b of the (1, 1, 0) Bragg peak, as extracted from transverse scans, along with
the spectral gap amplitude ∆ extracted from ARPES studies. Solid line are guides to
the eye only. (c) Resistivity curves of Pr4Fe2As2Te0.88O4 and Ba(Fe0.9275Co0.0725)2As2

adapted from Refs. [158, 162]

both along the longitudinal 2θ [Fig. A.1(b)] and transverse ω [Fig. A.1(c)] scans. This

favors towards the Fmmm structure [Fig. A.1(f) bottom], which should present a single

peak along the longitudinal and three peaks along the transverse scans on the (4, 0, 0)

Bragg peak. On the other hand, a splitting is observed, once again, along both direc-

tions [see Fig. A.1(d,e)]. As a conclusion, both the Immm and Fmmm symmetries are

excluded, evidencing multiple symmetry breaking for the PFATO compound.

To track the orthorhombicity, as a function of temperature, transverse scans were taken

on the (1, 1, 0) Bragg peak. These data are presented in Fig. A.2(a), where a false-

color plot represents the intensity of the signal. To analyse the data, three Lorentzian

functionalities were used. In addition the intensity and width of each peak, the distance
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between the outer peaks, with respect to the central one, has been kept equal and used

as a fit parameter. The splitting ∆ω of these outer peaks is directly related to the

orthorhombicity [163]:

δ =
a− b
a+ b

=
tan 90+∆ω

2 − 1

tan 90+∆ω
2 + 1

. (A.1)

In Fig. A.2(b), δ is presented as a function of temperature. We can observe that the

orthorhombicity decreases gradually as a function of temperature from ∼ 50 K to Ts ∼
250 K. Notably, for T > Ts, δ seems to have reached a saturation even though the

peak still presents signs of orthorhombicity up to 300 K [see Fig. A.2(a)]. On the other

hand, at low temperatures (T < 50 K), δ has no significant variation. Interestingly,

this temperature coincides with the temperature Tg at which a band gap ∆ (at high-

symmetry M point) closes, as revealed by ARPES studies [see Fig. A.2(b)]. This band

gap cannot be related to superconductivity, as the Tc of PFATO is ∼ 0.5 ∗ Tg.

In order to understand the nature of a gap opening at Tg, in Fig. A.2(c) we present

the resistivity curves for PFATO and for the 122 system BaFe2−xCoxAs2. As can be

seen, the data are similar for the two compounds except a scaling factor. This latter

can be explained by the higher concentration of defects in PFATO crystal, which is in

part due to the intercalated Te ions. At about 50 K, both systems present an upturn of

the resistivity curves [Fig. A.2(c)]. For BaFe2−xCoxAs2, this is explained with the well

established SDW in the system [164]. We thus argue that also in PFATO the anomaly

in resistivity and an opening of a band gap at Tg might be a result of a presence of

a SDW phase. In order to confirm this, experimental evidence of a spin order in this

system would be of main importance.
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Helmuth, Forró László, Shan Jie, and Mak Kin Fai, Nature Physics 12, 139 (2015).

[13] K. Momma and F. Izumi, Journal of Applied Crystallography 44, 1272–1276

(2011).

[14] S. Nandi, M. G. Kim, A. Kreyssig, R. M. Fernandes, D. K. Pratt, A. Thaler, N. Ni,

S. L. Bud’ko, P. C. Canfield, J. Schmalian, R. J. McQueeney, and A. I. Goldman,

Phys. Rev. Lett. 104, 057006 (2010).

73

http://dx.doi.org/10.1103/RevModPhys.84.1383
http://dx.doi.org/10.1103/RevModPhys.83.1589
http://dx.doi.org/10.1103/RevModPhys.78.17
http://dx.doi.org/10.1103/RevModPhys.81.1551
http://dx.doi.org/10.1007/978-3-642-18914-2_7
http://dx.doi.org/10.1038/nature26160
http://dx.doi.org/10.1038/natrevmats.2017.33
http://dx.doi.org/10.1103/PhysRevB.93.041419
http://dx.doi.org/10.1038/nmat2318
http://dx.doi.org/10.1038/nmat2318
http://dx.doi.org/10.1143/JPSJ.81.053701
http://dx.doi.org/10.1143/JPSJ.81.053701
http://dx.doi.org/10.1103/PhysRevLett.108.116402
http://dx.doi.org/ 10.1038/nphys3538
http://dx.doi.org/10.1107/S0021889811038970
http://dx.doi.org/10.1107/S0021889811038970
http://dx.doi.org/10.1103/PhysRevLett.104.057006


Bibliography 74

[15] Shimizu Katsuya, Kimura Tomohiro, Furomoto Shigeyuki, Takeda Keiki, Kontani

Kazuyoshi, Onuki Yoshichika, and Amaya Kiichi, Nature 412, 316 (2001).

[16] H. Okada, K. Igawa, H. Takahashi, Y. Kamihara, M. Hirano, H. Hosono, K. Mat-

subayashi, and Y. Uwatoko, Journal of the Physical Society of Japan 77, 113712

(2008).

[17] A. S. Sefat, R. Jin, M. A. McGuire, B. C. Sales, D. J. Singh, and D. Mandrus,

Phys. Rev. Lett. 101, 117004 (2008).

[18] J. Guo, S. Jin, G. Wang, S. Wang, K. Zhu, T. Zhou, M. He, and X. Chen, Phys.

Rev. B 82, 180520 (2010).

[19] X. Wang, Q. Liu, Y. Lv, W. Gao, L. Yang, R. Yu, F. Li, and C. Jin, Solid State

Communications 148, 538–540 (2008).

[20] F.-C. Hsu, J.-Y. Luo, K.-W. Yeh, T.-K. Chen, T.-W. Huang, P. M. Wu, Y.-C. Lee,

Y.-L. Huang, Y.-Y. Chu, D.-C. Yan, and M.-K. Wu, Proceedings of the National

Academy of Sciences 105, 14262–14264 (2008).

[21] X. Zhu, F. Han, G. Mu, P. Cheng, B. Shen, B. Zeng, and H.-H. Wen, Phys. Rev.

B 79, 220512 (2009).

[22] S. Margadonna, Y. Takabayashi, Y. Ohishi, Y. Mizuguchi, Y. Takano, T. Ka-

gayama, T. Nakagawa, M. Takata, and K. Prassides, Phys. Rev. B 80, 064506

(2009).

[23] Takahashi Hiroki, Igawa Kazumi, Arii Kazunobu, Kamihara Yoichi, Hirano

Masahiro, and Hosono Hideo, Nature 453, 376 (2008).

[24] W. Qing-Yan, L. Zhi, Z. Wen-Hao, Z. Zuo-Cheng, Z. Jin-Song, L. Wei, D. Hao,

O. Yun-Bo, D. Peng, C. Kai, W. Jing, S. Can-Li, H. Ke, J. Jin-Feng, J. Shuai-Hua,

W. Ya-Yu, W. Li-Li, C. Xi, M. Xu-Cun, and X. Qi-Kun, Chinese Physics Letters

29, 037402 (2012).

[25] Ge Jian-Feng, Liu Zhi-Long, Liu Canhua, Gao Chun-Lei, Qian Dong, Xue Qi-Kun,

Liu Ying, and Jia Jin-Feng, Nature Materials 14, 285 (2014).

[26] Chen X. H., Wu T., Wu G., Liu R. H., Chen H., and Fang D. F., Nature 453,

761 (2008).

[27] S. Wang, J. Zhang, J. Yan, X.-J. Chen, V. Struzhkin, W. Tabis, N. Barǐsić, M. K.
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[140] C. G. Fatuzzo, Y. Sassa, M. Månsson, S. Pailhès, O. J. Lipscombe, S. M. Hayden,

L. Patthey, M. Shi, M. Grioni, H. M. Rønnow, J. Mesot, O. Tjernberg, and

J. Chang, Phys. Rev. B 89, 205104 (2014).
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